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Abstract. The security and privacy of healthcare data are crucial aspects within the healthcare industry, as

accurate diagnoses rely on medical professionals accessing patient healthcare data. Similarly, patients often

require access to their data. However, ensuring that sensitive health data is shared securely while prioritizing

privacy is essential. This paper proposes an innovative solution called the quaternion based neural network,

Advanced Data Security Architecture in Healthcare Environment (ADSAH), which combines Elliptical curve

cryptography (ECC) with a blockchain mechanism and a Deep Fuzzy Based Neural Network (DFBNN) to

safeguard cloud-stored health data. The proposed approach begins by encoding the input medical data using an

encoder and then encrypting the encoded data using ECC techniques. The secret key for encrypting the data is

securely stored within a blockchain framework. The key is divided into blocks to enhance security, and the SHA

algorithm is employed to identify key events within these blocks. These key events are subsequently stored in a

cloud storage system. A modified genetic algorithm is utilized to generate the encryption and decryption key.

This algorithm is explicitly tailored to secure healthcare data. Authorized patients or physicians can access

medical data using the secret key to decrypt and retrieve the necessary information. The performance of the

proposed network is evaluated by considering factors such as time and cost and is compared against existing

studies. The evaluation demonstrates notable improvements, including a reduction in the time required for the

encryption and decryption process, as well as a decrease in transaction and execution costs when compared to

previous research. By incorporating ECC with a blockchain mechanism and DNN, the ADSAH approach offers

an advanced solution for ensuring the security and privacy of cloud-stored health data. It provides robust

encryption and facilitates efficient and cost-effective access to authorized individuals while safeguarding sen-

sitive health information.

Keywords. Healthcare data; security; deep neural network; improved quaternion based neural network;

blockchain mechanism; elliptic curve cryptography.

1. Introduction

The healthcare industry is of paramount importance as it

delivers vital medical services and continually strives to

enhance patient outcomes through technological advance-

ments, innovative treatments, and public health initiatives

[1]. Despite these advancements, ensuring the security and

privacy of patient data remains a pressing concern within

the healthcare sector. While healthcare professionals

require access to patient healthcare data for accurate diag-

noses and effective treatments, it is equally vital to priori-

tize the secure and private sharing of sensitive health

information [2]. Protecting patient’s privacy is imperative

to maintain trust and confidentiality in healthcare interac-

tions. To address these concerns, robust measures must be

implemented to safeguard patient data against unauthorized

access, breaches, and misuse. Achieving a balance between

data accessibility and privacy preservation is paramount in

the healthcare industry, as it allows for effective healthcare

delivery while respecting patient rights [3].

Therefore, comprehensive and reliable solutions are

needed to establish stringent security measures and ensure

the utmost privacy protection in the healthcare data

ecosystem. Maintaining patient data privacy has become

increasingly challenging with the digitization of healthcare

records and the widespread use of cloud storage systems

[4, 5]. Existing techniques for securing healthcare data

often need to be revised to address privacy concerns
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adequately [6]. These techniques may need more robust

encryption mechanisms, efficient access controls, and

secure storage methods [7, 8]. As a result, healthcare

organizations face the risk of data breaches, unauthorized

access, and misuse of sensitive patient information [9]. This

paper proposes a novel solution called the Advanced Data

Security Architecture in Healthcare Environment

(ADSAH) to address these challenges and enhance the

security and privacy of cloud- stored health data. ADSAH

combines Elliptical curve cryptography (ECC) [10] with a

blockchain mechanism and deep Fuzzy Based Neural

Network (DFBNN) [11] to provide a comprehensive and

practical approach to safeguarding patient data [12, 13].

The ADSAH technique presents numerous advantages in

overcoming the shortcomings of current privacy protection

methods. It leverages advanced encryption techniques,

specifically Elliptical curve cryptography (ECC), to estab-

lish a robust layer of data security and ensure the utmost

confidentiality of sensitive information. Through integrat-

ing a blockchain framework, ADSAH provides a secure

storage mechanism for encryption keys, enhancing critical

management practices and mitigating the risk of unautho-

rized access. Additionally, ADSAH integrates a modified

genetic algorithm [14, 15], enabling efficient encryption

and decryption processes that significantly reduce time

requirements and enhance overall system performance.

This combination of cutting-edge encryption, secure key

storage, and optimized algorithms makes ADSAH an

effective solution for bolstering data privacy in healthcare

settings. Through integrating ECC (blockchain) and DNN,

the proposed ADSAH enables secure access and retrieval of

medical data for authorized individuals like patients and

physicians. This integration ensures efficient and controlled

data sharing while upholding patient privacy. By addressing

the limitations of existing methods, ADSAH provides a

comprehensive and advanced solution to safeguard patient

data in cloud-based healthcare environments. The incor-

poration of ECC strengthens data security, while the uti-

lization of DNN-based DFBNN processes the encrypted

data using deep learning capabilities and fuzzy logic to

handle uncertainty and imprecision. It performs analysis

and decision-making tasks on the encrypted data while

preserving its confidentiality. By utilizing the proposed

ADSAH, healthcare organizations can protect patient data

effectively while facilitating seamless and protected access

for authorized users.

The main contributions of the paper are as follows.

• Introducing a ground-breaking approach called the

Advanced Data Security Architecture in Healthcare

Environment (ADSAH) that addresses the secure

handling of patient data within healthcare settings.

• The ADSAH technique incorporates Elliptical Curve

Cryptography (ECC) with a blockchain mechanism,

Deep Fuzzy Based Neural Network (DFBNN), to

ensure healthcare data’s seamless and efficient transfer.

• Within the Blockchain mechanism, the keys are

converted into blocks, and subsequently, the SHA

algorithm is employed to recognize and process them.

The experiments are conducted to demonstrate the

effectiveness of the proposed technique.

1.1 Blockchain

Recent growth of blockchain technology assists in solv-

ing the interoperability challenges in healthcare and

plays a major role in maintaining patient’s record at the

centre of ecosystem. Thereby, blockchain improves the

privacy, security and interoperability. Generally, block-

chain can be used in sharing and accessing the medical

record of patients and also in remote monitoring.

Blockchain is used in medical data management system

which permits patients to maintain ownership over the

available records.

The main advantages of using the blockchain are

• Single point failure and performance bottlenecks are

avoided.

• Patients may view and manage their data.

• The blockchain guarantees the consistency, precision,

simplicity, completeness, and timeliness of medical

data history.

• The patient network participants may see every step of

the blockchain procedure.

• The data insertions are also unchangeable. Unautho-

rised alterations have been discovered.

1.2 Privacy preservation

The major focus is on how to completely manage privacy

problems and forecast efficacy, especially when it comes to

sensitive medical data kept in third parties. As a result, in

order to prevent the loss of privacy associated with medical

data, data mining techniques for privacy preservation

should be developed. Accordingly, Machine Learning (ML)

algorithms possess innate abilities of effective learning.

Such abilities could be employed in blockchain for

enhancing the smartness of the chain. This integration

could also be valuable in enhancing the security of block-

chain distributed ledger. With the ability in predicting the

system behavior, using various ML algorithms optimizes

blockchain mechanisms. No privacy preservation approach

currently in use provides the necessary privacy protection.

It is quite effective, practical and useful. The capacity of

blockchain to provide adequate privacy protection is rep-

resented by security analysis. The objective of the study

involves:

1. To use improved quaternion based neural network

cryptography, elliptical curve cryptography to generate
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keys, encrypt data, and decode data in order to protect

shared data.

2. To implement blockchain technology, which converts

keys into blocks and then recognises them using the

ADSHA algorithm.

3. To put the encrypted data in a cloud storage system

and provide authorised patients and clinicians access

to it.

1.3 Novelty of the proposed system

Proposed framework permits the clinicians for transferring

their data in encrypted format to cloud which hosts the

corresponding network. A neural network is fed with input

(plain text) and neurally based pseudo-random numbers (in

vector form). Results of process include weights and cipher

text in hidden-layers. In accordance with the changes in

weight based on the pseudo-random number, cipher text

alters in accordance with it. Hence, this permits the model

to be highly secured. The study proposes Modified Genetic

Algorithm, wherein, based on fitness-function, keys are

generated and these keys are utilized for encryption. Such

encrypted predictions could be sent to secret-key owner

who could decrypt them. The proposed system is highly

secured as the training-input adjusts its weight in accor-

dance with the trained data.

As the model quickly and easily provides overall output,

plain text encryption is accomplished easily for producing

cipher text in less time with the updated key-generation

approach. With the use of several nodes and hidden layers,

it enhances the model complexity, thereby affording high

cryptosystem security. The keys generated with Modified

Genetic Algorithm are integrated with the hidden weights.

Thus, even when an intruder attempts to hack any data, it is

not possible to decrypt it. Owner of the data could possess

confidence upon their data as it is safely stored in cloud.

The proposed system seems to exist as a potential-source

for the public-key cryptographic approaches which does not

rely on the number theoretic-operations and possess mem-

ory and time complexities. The outcomes reveal the better

performance of the proposed system while comparison with

conventional studies in accordance with security. In

blockchain, third-parties are not needed for verifying the

transactions. The consensus approaches are utilized for

maintaining the consistency of data on the blockchain

networks. The ethereum possess 3 kinds of consensus

approaches (PoS-Proof of Stake, PoW-Proof of Work and

PoA-Proof of Authority). In this study, PoW consensus

approach is executed in the fusion-chain with Ethereum as

it assists only PoW. This approach is implemented with

full-node type, block creation and block validation,

wherein, CPU overhead tends to increase. To ensure the

smooth and effective transfer of healthcare data, the

ADSAH approach combines Elliptical Curve Cryptography

(ECC) with a blockchain mechanism known as Deep Fuzzy

Based Neural Network (DFBNN).

2. Related works

This study aims to evaluate the performance of various

encryption and decryption schemes for securing medical

data transmitted wirelessly. The study assesses the execu-

tion time, throughput, average data rate, and information

entropy of encryption schemes such as Blowfish, DES,

AES, RC4, RSA, ECC, CBE, MTLM, and CEC [16]. This

paper proposes a hybrid cryptographic algorithm combin-

ing RC4, ECC, and SHA-256 to enhance the security of

sensitive information in IoT-based intelligent irrigation

systems. By encrypting the RC4 key with ECC and

applying SHA-256 for hashing, the proposed scheme en-

sures data integrity and protection against known attacks

[17]. This paper addresses the privacy and efficiency

challenges in IoT devices and applications that rely on

continuous data collection. The paper presents a hybrid

approach where the initial layers of a deep neural network

are run on the IoT device, and the output is sent to the cloud

for further processing. To ensure privacy, the paper intro-

duces Siamese fine-tuning to prevent unwanted inferences

in the data [18]. This paper uses blockchain technology to

enhance healthcare systems by improving health record

management, insurance billing, and data security. It

explores solutions such as Hyperledger Fabric, Composer,

Docker Container, and Hyperledger Caliper to measure the

performance of blockchain-based systems. This paper aims

to propose GuardHealth, a decentralized Blockchain system

for innovative electronic medical records (EMRs), ensuring

secure and privacy-preserving data sharing. GuardHealth

focuses on managing confidentiality, authentication, and

data preservation while utilizing consortium Blockchain,

smart contracts, and a trust model with Graph Neural

Network (GNN) for malicious node detection [19]. The

proposed framework addresses the challenges of log record

protection and real-time anomaly detection in IoT systems.

By leveraging Blockchain and smart contracts, it ensures

data integrity and automates anomaly detection, overcom-

ing issues with high communication overhead and tam-

pering vulnerability in existing methods [20]. This paper

addresses the privacy and control issues associated with

centralized health data storage in IoT systems. The pro-

posed scheme, Healthchain, utilizes blockchain technology

to preserve the privacy of health data by encrypting it and

implementing fine-grained access control [21]. This paper

aims to shed light on the constraints of conventional health

information technology in delivering personalized and

patient- centric care. It underscores the transformative

potential of blockchain technology in overcoming these

limitations by offering decentralized and secure solutions

for data access, storage, and payment systems in healthcare

Sådhanå          (2023) 48:206 Page 3 of 13   206 

3



[22]. This study aims to address the security vulnerabilities

in a multiserver authentication scheme proposed by Wang

et al to manage the increasing number of users in a mobile

network. The authors demonstrate the insecurity of Wang

et al scheme against various attacks and propose an

improved scheme to mitigate these security weaknesses

[23]. The focus is on addressing the security, privacy, and

trust issues in intelligent healthcare, a crucial aspect of

smart cities. The authors propose a human-in- the-loop-

aided (HitL-aided) scheme to preserve privacy in intelligent

healthcare. The scheme incorporates a block design tech-

nique to obfuscate health indicators and introduces the

concept of human-in-the-loop to enable privacy-controlled

access to health reports [24]. This paper aims to address the

research challenge of achieving efficient data search and

sharing in cloud-assisted IoT systems while ensuring sensor

data security in healthcare applications. The authors pro-

pose a solution called proxy re-encryption with equality test

(PRE- ET) by combining the concepts of proxy re-en-

cryption (PRE) and public key encryption with equality test

(PKE-ET) [25]. This paper aims to address the security and

privacy concerns in IoT-enabled healthcare infrastructure

by proposing a novel encryption scheme. The

scheme combines elliptic curve cryptography, Advanced

Encryption Standard (AES), and Serpent to secure

healthcare data [26]. The paper discusses using crypto-

graphic algorithms for access contro l in IoMT-based

healthcare systems, emphasizing algorithms like RC6,

elliptic curve digital signature, and SHA256 for data

integrity. It highlights how adopting high-security algo-

rithms enhances availability and confidentiality and

protects sensitive information from implantable devices,

strengthening healthcare services [27]. This research

addresses the challenge of storing and securely trans-

ferring healthcare data by proposing the LRO-S encryp-

tion method. This method combines lionized remora

optimization and improved security algorithms to gen-

erate secure keys for the serpent encryption algorithm

[28]. This paper addresses the security concerns in

transmitting ECG data to cardiologists for telecardiology

services. The proposed method focuses on securing the

ECG transmission using a triple data encryption standard

(3-DES) for encryption and a water cycle optimization

(WCO) algorithm for authentication [29]. This research

addresses the security concerns in healthcare data and

services by proposing a content-aware DNA computing

system for encrypting medical images [30]. This research

addresses the security and privacy concerns of storing

and accessing patients’ health data in cloud computing

environments. The vulnerability of patient data to vari-

ous cyberattacks necessitates the implementation of

encryption mechanisms to protect sensitive health

information. This paper proposes a hybrid cryptography

approach to securely share health data over the cloud,

ensuring data privacy and secrecy [31–33].

2.1 Significance of blockchain in healthcare sector

As the study focuses on blockchain in healthcare, signifi-

cance and usage of blockchain in healthcare as claimed by

conventional studies are presented to afford a comprehen-

sive view about it in existing researches [34–36].

The recommended study has explained about the sig-

nificance of blockchain in health care during pandemic

situation. The application of blockchain technology

includes digital data storage, public surveillance system,

disease control, supporting the supply chain of medical

parts, healthcare instruments tracking, enhanced the trans-

parency during treatment of patients, assist in storing and

transferring the information related to treatment, helps in

efficient healthcare management and provides better

healthcare protection [37, 38].

2.2 Research gap

The recommended study has confessed that blockchain

technology is prone to have information decay, lack of

scalability and non-standardization. Hence, the new

approaches may be integrated with blockchain technology

to overcome the existing drawbacks.

As the healthcare services are complex in nature, the

blockchain technology is still in a budding stage. Therefore,

more empirical base is needed to make the existing

mechanism highly conclusive and emphatic which may

reduce the complexity of the existing system.

Scalability acts as a major limitation, as validation needs

more time because of the authorization of transactions from

majority of nodes. Additionally, complexity of blockchain

and need for extensive network of users is considered as

another disadvantage. And also, privacy preservation acts

as a major limitation in using blockchain technology in

health care.

3. Methodology

Through the implementation of the proposed work

improved quaternion neural network cryptography is used

to encrypt the shared healthcare data in order to achieve

strong security. The ADSAH, a robust security framework

is established for encrypting shared health data. This

approach incorporates key generation, encryption, and

decryption processes to optimize complexity and execution

time. The overall process is depicted in figure 1, show-

casing the seamless flow of data security measures. In the

ADSAH framework, private medical data uploaded by

physicians is encrypted using the ECC encryption tech-

nique. The secret key associated with the encrypted data is

securely stored using blockchain technology, utilizing a

block-based storage approach. Key events within these

blocks are identified using the SHA algorithm, bolstering
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security measures. The encrypted and secured data is then

stored in a cloud storage system, ensuring its accessibility

and integrity. Using the secret key, authorised patients or

medical professionals can access the medical information.

The data is decrypted using the ADSAH encryption and

decryption processes, enabling the retrieval of secure

medical data. The data remains protected and stored within

the cloud environment throughout the process, safeguarding

its confidentiality and privacy (figures 2 and 3).

3.1 Proposed ADSAH

3.1.1 Elliptic curve cryptography (ECC)
algorithm: In hospital management, the security of

user-related data, encompassing patient information,

medical records, and medication details, holds immense

significance. However, hospitals encounter significant

challenges in ensuring data security. To tackle this issue,

this paper proposes the adoption of the elliptic curve

cryptography (ECC) algorithm for encryption and

decryption processes. ECC is an asymmetric

cryptographic algorithm that utilizes private and public

keys for encryption and decryption operations. One

notable advantage of ECC over non-ECC algorithms like

RSA and DSA is its ability to provide equivalent security

with smaller key sizes. In other words, ECC achieves the

same level of protection as different algorithms while

requiring shorter key lengths. The name ‘‘elliptic curve

cryptography’’ stems from using elliptic curves as the

foundation of its mathematical framework. Elliptic curves

are described by cubic functions, specifically equations of

degree 3. The equation of an elliptic curve follows the form

y2 = x3 ? (a * x) ? b, where a and b are constants defining

the curve. The coordinates of the elliptic curve equation are

represented as (x1, y1), (x2, y2) and so on [32]. By

harnessing the power of elliptic curves and their

underlying mathematical principles, the ECC algorithm

provides a secure and efficient solution for encrypting and

decrypting sensitive user data within the realm of hospital

management. It offers robust security while minimizing the

required key sizes, making it appropriate for safeguarding

confidential information within healthcare systems.

The process begins by initiating the algorithm. For each

user, their username and password are obtained. If the

user’s credentials are authenticated, they are granted access

to a secret key within the system. This authentication check

is performed iteratively, allowing multiple users to be

established. If a user is found invalid during the authenti-

cation process, the algorithm proceeds to handle this case.

It displays a message indicating the user is invalid and then

exits the algorithm. Once the authentication process is

completed, the algorithm moves on to the next phase,

which involves storing the data securely in a cloud storage

Figure 1. An implementation framework for the proposed

methodology.

Figure 2. ECC Encryption process workflow.

Figure 3. ECC Decryption process workflow.
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system using blockchain technology. This integration

ensures the data integrity and provides a secure and

decentralized storage solution. After the data is securely

stored, the algorithm reads the plain text data. The next step

involves initiating the ECC encryption process in the Edge

Server. During this process, public and private keys are

generated using Algorithm 1, which will be crucial for the

subsequent encryption and decryption operations. Follow-

ing key generation, the algorithm performs the encryption

process using Algorithm 2. This process transforms the

plain text data into an encrypted form, ensuring its confi-

dentiality and protection against unauthorized access. To

enable the decryption of the encrypted data, a request for

the decryption process is made in the Edge Server. If the

user is authenticated for decryption, the algorithm performs

the decryption process using Algorithm 3. This process

utilizes the previously generated keys to decrypt the

encrypted data and retrieve the original plaintext. Once the

decryption process is completed, the data is securely stored

in the cloud server and blockchain technology. This dual

storage approach enhances the security and persistence of

the data. Finally, authenticated users are granted access to

view their data securely. This ensures privacy and confi-

dentiality by restricting data access only to authorized

individuals

Input: User data; Key size: 516 bits 

Output: public, private, and secret key of 

&

Step 1: create 

Step 2: generate 

Step 3: for-each User do; 

Step 4: create private and public keys of 

Step 5: create private key of ; where 

< n

Step 6: compute public key of ; where 

= 

Step 7: create the private key and Public key of 

Step 8: create private key of ; where 

Step 9: compute public key of ; where 

Step 10: create a secret key of 

Step 11: create secret key of 

Step 12: end for-each; 

Algorithm 1- public, private, and secret Key 
Generation 

According to Algorithm 1, the aim is to generate public,

private, and secret keys for Hospital Users HosU and the

Hospital Authority HosA. The key size is specified as 516

bits. First, a variable E is created. Then, a point G is gen-

erated. For each Hospital User HosU in the system, the

algorithm proceeds a private key and public key are created

for the Hospital Authority HosA. The private key is denoted
as NHosA, where NHosA is a randomly generated value that is

less than the total number of keys n. The public key of

HosA, denoted as PHosA, is computed as the scalar multi-

plication of NHosA and G: PHosA = NHosA(G). Similarly,

private and public keys are created for the Hospital User

HosU. The private key for HosU is denoted as NHosU, and it

is randomly generated such that NHosU\n. The public key
of HosU, denoted as PHosU, is computed as PHosU = NHosU *
G. To establish the secret key for each entity, the algorithm

performs the following calculations: The secret key of

HosA, kHosA, is computed as the scalar multiplication of

NHosA and PHosU: HosA; kHosA =NHosA * PHosU. Similarly,

the secret key of HosU, kHosU, is computed as kHosU =

NHosU * PHosA. These steps are repeated for each Hospital

User in the system.

Step 4: compute 

Step 5:compute 

Input: plain text 

Output: cipher text 

Step 1: read 

Step 2: encode 

Step 3: compute 

Algorithm 2- plain text PT to cipher text 

The algorithm 2 takes a plain text message PT as input

and aims to produce a cipher text CPpt as output. First, the

plain text message PT is read. Next, the plain text message

PT is encoded, resulting in an encoded message EPpt,

which represents the transformed version of the original

message using a specific encoding scheme. Then, the

algorithm proceeds to compute the cipher text CP. The
cipher text CPpt is calculated using the formula: CPpt =

{K * G, EPpt ? K * PHosU}, where K is a randomly gen-

erated scalar value, G is a predefined point, and PHosU is a

public key associated with the Hospital User. The compu-

tation of CPpt involves two components: the X-coordinate

and the Y-coordinate. The X- coordinate is determined by

multiplying K * G, while the Y-coordinate is obtained by

adding EPpt ? K * PHosU.
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Input: Cipher text 

Output: Plain text 

Step 1: get cipher point at receiver end 

Step 2: compute 

Step 3: subtract from coordinates and compute the 

following: 

Step 4: 

Step 5: 

Step 6: 

Step 7: 

Algorithm 3- cipher text to plain text PT 

The algorithm 3 aims to decrypt a cipher text and retrieve

the original plain text message. Given the cipher text, the

receiver obtains the cipher point CPpt as an input. To

decrypt the cipher text, the receiver computes Z by multi-

plying the predefined point KG * NHosU associated with the

Hospital User. Next, the algorithm subtracts Z from the Y

coordinates of the cipher point and performs the following

computations:

HosU\ � EPpt þ K � PHosU � ðZÞ

HoSU \ � EPpt þ K � PHosU � ðKG � NHosUÞ

HosU \� EPpt þ K � PHosU � K �

PHosU where PHosU = NHosU * G Finally, the algorithm

simplifies the expression to: HosU\- EPpt

3.1.2 Deep fuzzy based neural network
(DFBNN): In this section we discussed about the

DFBNN which is based On Deep Neural Network (DNN)

concept. The proposed ADSAH technique employs a

combination of ECC and DFBNN algorithms for secure

data analysis and decision-making. It starts by encrypting

the data using ECC, which utilizes elliptic curves and

cryptographic keys to ensure confidentiality during

transmission or storage. The encrypted data, along with

other relevant information, is securely stored, such as in a

blockchain or secure database. The DFBNN, which

combines deep learning and fuzzy logic, is then used for

data analysis. The figure 4 depicts the DFBNN architecture,

which is made up of several layers, nodes, and fuzzy rules,

and it is trained on labeled data to learn patterns and

relationships in the encrypted data. The DFBNN processes

the encrypted data using deep learning capabilities and

fuzzy logic to handle uncertainty and imprecision. It

performs analysis and decision-making tasks on the

encrypted data while preserving its confidentiality. When

the analysis is complete, the encrypted results are retrieved,

and the private key associated with ECC encryption is used

to decrypt the data back to its original form, allowing for

interpretation or further use.

Step 1: Initialization:

= Data for training (scene data and 

situation labels).

= number of training data .

= For input , ith input of the scene data

= Input normalized data.

() = Function to train the hidden layers of 

deep network

=Activation function for the deep neural 

network

= Improved deep neural network 

(DNN) 

() =For input normalization

_ =Output Fuzzification

_ =Training of the

Step 2: Offline training of the 

Step 3: ← 0;

Step 4: + +

Step 5:                   ← ( );

Step 6:                     , ;

Step 7: ℎ > is false go back to line 2

Step 8: , ;

Step 9: Online training of the :

Step 10:    ← 0;

Step 11:    + +

Step 12:          ←Normalized ( );

Step 13:           ← , ;

Step 14:           ← ;

Step 15:           ℎ ≥ is false, go    

back to line 9

The algorithm starts with an initialization step, where the

necessary variables and functions are defined. These

include the training data DaTr, the number of training data

DaTrm, input variables Xi normalized input data X̂i, func-

tions for training the hidden layers of the deep network

Figure 4. DFBNN Architecture.
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Ftrain, activation function for the deep neural network

Funact, the improved deep neural network DNNimp, func-

tions for input normalization Fnorml and output fuzzification

Ffuzz out, and the training of the improved DNN

Fout DNNimp. In the offline training phase, the DNNimp is

trained using the training data DaTr. Then, in a loop

starting from Step 3, the algorithm iterates through the

training process. Each iteration involves normalizing the

input data and training the hidden layers of the deep net-

work. The loop continues until the condition i[DaTrm is

false, and then DNNimp is further trained. The online

training phase begins with initializing the variable t. In the

subsequent loop, the algorithm performs online training. It

involves normalizing the input data and obtaining the out-

put of the DNNimp
bbi for the normalized input. Fuzzifying

the output pi using Ffuzzout
bbi

� �

and repeating the process

until the condition DaTr�DaTrmax is false. The algorithm

continues to iterate through the online training phase until

the desired criteria for the maximum number of training

data DaTrmax or the maximum number of iterations

DaTrmax are met. the training of the improved DNN

Fout_DNNimp. In the offline training phase, the DNNimp is

trained using the training data DaTr. Then, in a loop

starting from Step 3, the algorithm iterates through the

training process. Each iteration involves normalizing the

input data and training the hidden layers of the deep net-

work. The loop continues until the condition i[DaTrm is

false, and then DNNimp is further trained. The online

training phase begins with initializing the variable t. In the

subsequent loop, the algorithm performs online training. It

involves normalizing the input data and obtaining the out-

put of the DNNimp b̂i for the normalized input. Fuzzifying

the output pi using Ffuzzoutðb̂iÞ and repeating the process

until the condition DaTr C DaTrmax is false. The algorithm
continues to iterate through the online training phase until

the desired criteria for the maximum number of training

data DaTrmax or the maximum number of iterations

DaTrmax are met.

3.1.3 Modified genetic algorithm (GA): As we

discussed earlier, in the context of the proposed ADSAH

system, a modified genetic algorithm can be used to

generate encryption and decryption keys. The genetic

algorithm is a search and optimization technique inspired

by natural selection and genetics. Figures 5 and 6 illustrates

the process of key generation using genetic algorithm [14].

Figure 7 represents the framework for the practical

implementation of the model. The cloud framework will be

based on the hospital networks. The doctors could create

new files and add them to the network, which will be

protected using the proposed techniques. The files stored in

the cloud server would be accessed by the patient based on

privacy, and they could only read the data.

Algorithm 2- Modified Genetic Algorithm for  Key 
Generation
( ) − ( )

: ℎ

:

1. ← 0

2. _ [ ( )]; ℎ .

3. _ [ ( )]; ℎ

4. ℎ ,

5.

’( )

← [ ( )];

_ [ ’( )]; ℎ

( + 1) ←

[ ’( ) ]; , .

← + 1;

ℎ .

6.

.

4. Results and discussion

This part presents the findings from the performance anal-

ysis, comparison analysis, and environmental setup con-

ducted during the execution of the proposed system.

4.1 Environmental setup

In our proposed work, the evaluation is conducted by

implementing programs using the Java programming lan-

guage version 1.8. The computer system used for the

evaluation consists of an Intel Core i5 processor with a

clock speed of 3.30 GHz. It is equipped with 8 GB of RAM

and runs on the Windows 8 operating system, which is a

64-bit OS. This specific hardware and software configura-

tion is chosen to provide a suitable computing environment

for our experiments. The Intel Core i5 processor offers a

good balance between performance and cost, while the 8

GB of RAM ensures sufficient memory capacity for run-

ning the programs and handling the computational tasks

involved for training and evaluation. By utilizing this, we

can execute our programs efficiently and collect relevant

data to evaluate the performance of the proposed ADSAH.

4.2 Comparative analysis

4.2.1 Uploading time: According to figure 8, for the

data size of 1MB, ADSAH achieves an uploading time of

3.98 milliseconds, which is significantly lower than the

other methods such as CE (5.6 ms), LR (10.89 ms), RCE

(5.6 ms), DOM (5.6 ms), and ECC-CRT (4.38 ms). This

indicates that ADSAH has optimized the uploading process

for faster data transfer. As the data size increases to 2MB,

ADSAH still maintains its superiority with an uploading

time of 6.2 ms, outperforming CE (8.68 ms), LR (16.24

ms), RCE (8.68 ms), DOM (8.68 ms), and ECC-CRT (5.42
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ms). The trend continues as the data size grows. For 4MB,

6MB, 8MB, and 10MB, ADSAH consistently exhibits

lower uploading times compared to the other methods. This

demonstrates that ADSAH has been designed to efficiently

handle larger data sizes and minimize the time required for

data uploading.

4.2.2 Downloading time: ADSAH, the proposed

method, demonstrates faster data retrieval compared to

other methods for a data size of 1MB, achieving a

downloading time of 3.23ms. This superiority is

maintained as the data size increases to 2MB, with

ADSAH recording a downloading time of 4.89ms,

Figure 5. Key generation for the doctor.

Figure 6. Key generation for the patient.

Figure 7. An implementation of overall framework.
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outperforming the alternative methods. This trend

continues for larger data sizes, such as 4MB, 6MB, 8MB,

and 10MB. When it comes to the data size of 10 MB it

achieving the time with 31.98 ms when compared with the

other CE, LR, RCE, DOM, ECC-CRT as 34.92 ms,

34.92ms, 34.92ms, 35ms, 33.89ms respectively, was

clearly depicted in figure 9. Where ADSAH consistently

exhibits lower downloading times compared to the other

methods. These findings highlight the efficiency and

effectiveness of ADSAH in facilitating faster data

retrieval, regardless of the data size.

4.2.3 Encryption time comparison: Figure 10

represents the encryption time comparison for different

encryption methods at various input data sizes (in KB), the

term of time evaluated in terms of (milliseconds). The

encryption times are provided for the following methods:

3DES & ECC & SHA-256, RC4 & 3DES & SHA-256,

AES & RC4 & SHA-256, AES & 3DES & SHA-256, RC4

& AES & SHA-256, and the proposed ADSAH method. By

analyzing the figure, we can observe that the proposed

ADSAH method consistently demonstrates lower

encryption times compared to the other encryption

methods for all data sizes. This indicates that ADSAH is

more efficient in terms of encryption time. For example, at

a data size of 200 KB, the proposed ADSAH method has an

encryption time of 19.63 ms, while the other methods range

from 28 ms to 35 ms. Similarly, at larger data sizes, such as

1000 KB, the proposed ADSAH method has an encryption

time of 100.63 ms, outperforming the other methods with

encryption times ranging from 119 ms to 168 ms. These

results highlight the efficiency of the proposed ADSAH

method in terms of encryption time. It offers faster

encryption compared to the other methods, making it a

more time-effective solution for securing data.

4.2.4 Decryption time: Figure 11 represents the

decryption time comparison for different decryption

methods at various input file sizes (in KB). The

decryption times are provided for the following methods:

3DES & ECC & SHA-256, RC4 & 3DES & SHA- 256,

AES & RC4 & SHA-256, AES & 3DES & SHA-256, RC4

& AES & SHA-256, and the proposed ADSAH method. By

analyzing figure 8, we can observe that the proposed

ADSAH method consistently demonstrates lower

decryption times compared to the other decryption

methods for all file sizes. This indicates that ADSAH is

more efficient in terms of decryption time. For example, at

a file size of 200 KB, the proposed ADSAH method has a

decryption time of 17.66 ms, while the other methods range

from 28 ms to 33 ms. Similarly, at larger file sizes, such as

1000 KB, the proposed ADSAH method has a decryption

Figure 8. Uploading time.

Figure 9. Downloading time.

Figure 10. Encryption time comparison of the proposed model.

Figure 11. Decryption time comparison of the proposed model.
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time of 96.82ms, outperforming the other methods with

decryption times ranging from 120 ms to 165 ms. These

results highlight the efficiency of the proposed ADSAH

method in terms of decryption time. It offers faster

decryption compared to the other methods, making it a

more time-effective solution for retrieving secured data. By

minimizing the decryption time, ADSAH enhances the

overall efficiency of the system, enabling quick access to

decrypted data while ensuring its security.

4.2.5 Average time comparison: Figure 12 presents

the average time comparison for encryption and decryption

execution using different methods: 3DES & ECC & SHA-

256, RC4 & 3DES & SHA-256, AES & RC4 & SHA-256,

AES & 3DES & SHA-256, RC4 & AES & SHA- 256, and

the proposed ADSAH method. In terms of encryption

execution time, the proposed ADSAH method demonstrates

the best performance with an average time of 49.28 ms. It

outperforms the other methods, which range from 57.44 ms

to 77.88 ms. This indicates that ADSAH offers faster

encryption execution, making it more efficient in terms of

time. Similarly, in terms of decryption execution time, the

proposed ADSAH method shows superior performance

with an average time of 43.44 ms. The other methods have

average times ranging from 56.33 ms to 74.33 ms. Once

again, ADSAH outperforms the alternatives, providing

faster decryption execution. The performance of the

proposed ADSAH method can be attributed to its

optimized encryption and decryption algorithms, which

are specifically designed to minimize execution time while

maintaining data security. By reducing the average time

required for encryption and decryption, ADSAH enhances

the overall performance of the system, enabling efficient

and timely data processing From table 1, it has been

observed that, Scheme I has regarded to afford security for

different attack methods like user anonymity, offline

password attacks, stolen smart card attacks and server

impersonation attack. Similarly, Scheme II has considered

to afford security to offline password attacks, stolen smart

card attacks, replay attacks, three factor secrecy and perfect

forward secrecy. On contrary, the proposed method has

considered to provide security for all the kinds of

considered attacks as depicted in table 1 which confirms

its ability than other schemes.

In addition, comparison has been performed in accor-

dance with computational cost and the outcomes are shown

in table 1.

From table 2, it has been revealed that, the existing

methods have consumed high computational cost in com-

parison with the proposed system. Lower the computational

cost, higher is the efficacy of the method. Hence, the pro-

posed algorithm has been found to be effective than con-

ventional algorithms.

Figure 12. Average time comparison for encrypting and

decrypting a file for the proposed model and the previous model.

Table 1. Security Performance comparison.

Attack methods Scheme I Scheme II

Proposed

Method

User anonymity H 9 H
Offline password attacks H H H
Stolen smart card attacks H H H
Known session- specific temporary information attack 9 9 H
User impersonation attack 9 9 H
Server impersonation attack 9 9 H
Replay attacks H H H
Perfect forward secrecy 9 H H
Three-factor secrecy 9 H H

Table 2. Comparison of computation cost.

Scheme Overall computation cost (ms)

Existing algorithm 74.33

Proposed algorithm 49.28
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5. Conclusion

The suggested new novel solution improved quaternion

based neural network and ADSAH with a blockchain

mechanism maintained in a cloud environment secures

private health data. The innovative approach to addressing

the security and privacy risks associated with cloud-based

healthcare data. To reduce complexity and time, the pro-

posed cryptography approach performed the key genera-

tion, encryption, and decryption processes.

The blockchain system is used to manage multiple hash

events, where the secret key is saved and handled by the

ADSAH algorithm. A further enhancement in security is

provided by the updated genetic algorithm’s key generation

process. The data is encrypted and kept securely in the

cloud. Using the secret key, the authorised patient or doctor

can access the confidential health information, after which

the data is decrypted. The assessment findings demonstrate

that compared to the previous study, the suggested

approach reduces the time required for encryption and

decryption. Comparatively, the cost of transaction and

execution was also decreased as a result of the complexity

reduction. It addresses the security and privacy challenges

associated with healthcare data, providing a promising

solution for the healthcare industry.
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P Suganthi  & R Kavitha

Abstract

The security and privacy of healthcare data are crucial aspects within the healthcare industry, as accurate diagnoses rely on

medical professionals accessing patient healthcare data. Similarly, patients often require access to their data. However, ensuring

that sensitive health data is shared securely while prioritizing privacy is essential. This paper proposes an innovative solution

called the quaternion based neural network, Advanced Data Security Architecture in Healthcare Environment (ADSAH), which

combines Elliptical curve cryptography (ECC) with a blockchain mechanism and a Deep Fuzzy Based Neural Network (DFBNN)

to safeguard cloud-stored health data. The proposed approach begins by encoding the input medical data using an encoder and

then encrypting the encoded data using ECC techniques. The secret key for encrypting the data is securely stored within a

blockchain framework. The key is divided into blocks to enhance security, and the SHA algorithm is employed to identify key

events within these blocks. These key events are subsequently stored in a cloud storage system. A modified genetic algorithm is

utilized to generate the encryption and decryption key. This algorithm is explicitly tailored to secure healthcare data. Authorized

patients or physicians can access medical data using the secret key to decrypt and retrieve the necessary information. The

performance of the proposed network is evaluated by considering factors such as time and cost and is compared against existing

studies. The evaluation demonstrates notable improvements, including a reduction in the time required for the encryption and

decryption process, as well as a decrease in transaction and execution costs when compared to previous research. By

incorporating ECC with a blockchain mechanism and DNN, the ADSAH approach offers an advanced solution for ensuring the

security and privacy of cloud-stored health data. It provides robust encryption and facilitates efficient and cost-effective access

to authorized individuals while safeguarding sensitive health information.
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Abstract

Several context-aware systems have been recently developed to provide physiological data about the health and well-being of each

individual. But, there is a delay in sending data to the cloud when monitoring the patient's health. So, to overcome such types of delays,

in this manuscript, a Dictionary-based Sparse Regression Learning with Golden Jackal Optimization is proposed to monitor the healthcare

data in IoT-based context-aware architecture (DSRL-GJO-HD-CAA-IOT). Initially, the input data are gathered from real-time datasets.

Afterward, data are fed to pre-processing. Pre-processing data include the collection, data storage, and data redundancy phase. For the

redundancy phase, structural interval gradient filtering (SIGF) is used to delete the repeated data. Then, the pre-processing output is fed

to feature extraction. The feature is extracted using structured optimal graph-based sparse feature extraction. After that, the extracted

features are given to Dictionary-based Sparse Regression Learning (DBSRL) optimized with the Golden Jackal Optimization algorithm for

effectively classifying regular, irregular, and critical conditions of patients. The proposed DSRL-GJO-HD-CAA-IOT approach is implemented

in OMNeT++. The performance of the proposed DSRL-GJO-HD-CAA-IOT approach attains 3.10%, 7.12%, 7.73%, and 6.7% high accuracy,

24.13%, 13.04%, 29.51%, and 17.81% higher scalability, and 2.29%, 5.36%, 1.55%, and 3.91% higher response time than the existing

methods.

 KEYWORDS: Cloud layer Dictionary-based sparse regression learning fog layer Golden Jackal optimization Internet of Things structured optimal graph
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Abstract

At present, scams and malicious websites are one of the most widespread and dangerous problems on the website. It brings enormous economic suffering and

irretrievable losses to companies and individuals. This approach can strengthen the Internet’s legitimacy and impose sanctions on criminals who engage in prohibited

or malicious activities. However, governments still need a derivation to classify websites as dangerous or non-dangerous. However, several malicious and counterfeit

goods are published on fraudulent websites to cheat consumers and make high and unfair profits. Due to the proliferation of such fraudulent websites, it is difficult to

detect and identify them through manual inspection. Phishing attacks include various attacks, including spoofing malicious-based, DNS-based, data theft, email/spam,

web-based delivery, and telephone-based phishing. We propose an integrated machine learning (ML) framework for fraudulent website detection to solve this problem.

Artificial neural networks (ANN), support vector machine (SVM), random forests (RF), and K-nearest neighbor (K-NN) are algorithms to detect phishing websites

accurately. Some URLs can be used to classify them as appropriate or phishing. Data from publicly available phishing websites can be collected from the UCIrvine ML

repository for training and testing. Then, the results can be predicted using the features of the dataset. We conduct an in-depth literature review and propose methods

for detecting phishing websites using ML methods.
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Phishing is among the most concerning issues in a constantly changing world. The increasing use of the Internet has led to a new way of stealing data, known as cybercrime. Cybercrime refers to stealin…

Read More

SAINT '11: Proceedings of the 2011 IEEE/IPSJ International Symposium on Applications and the Internet

In recent years, spam mails intending for ``One-click fraud" or ``Phishing" have become increasing. As one anti-spam technology, DNSBL based on the URLs or their corresponding IP addresses in the
messages is well used. However, some spam mails that ...

Read More

SAINT '12: Proceedings of the 2012 IEEE/IPSJ 12th International Symposium on Applications and the Internet

As one of anti-spam technologies, DNSBL based on the URLs or their corresponding IP addresses in the messages is well used. However, some spam mails cannot be filtered by conventional DNSBLs
since the spammers create websites using various techniques ...

Read More

DL Comment Policy
Comments should be relevant to the contents of this article, (sign in required).

Got it

Share Best Newest Oldest

0 Comments

Nothing in this discussion yet.

Privacy Do Not Sell My Data

Phishing URL detection using machine learning methods

DNS Resource Record Analysis of URLs in E-Mail Messages for Improving Spam Filtering

Spam Mail Discrimination System Based on Behavior of DNS Servers Associated with URLs

Comments

Categories

Journals

Magazines

Books

Proceedings

SIGs

Conferences

Collections

People

About

About ACM Digital Library

ACM Digital Library Board

Subscription Information

Author Guidelines

Using ACM Digital Library

All Holdings within the ACM Digital Library

ACM Computing Classification System

Digital Library Accessibility

Join

Join ACM

Join SIGs

Subscribe to Publications

Institutions and Libraries

Connect

Contact

Facebook

X

Linkedin

Feedback

SN Computer Science 

 Back

Use necessary cookies only Allow selected cookies Allow all cookies

Show details

This website uses cookies
We occasionally run membership recruitment campaigns on social media channels and use cookies to track post-clicks. We also share
information about your use of our site with our social media, advertising and analytics partners who may combine it with other
information that you’ve provided to them or that they’ve collected from your use of their services. Use the check boxes below to
choose the types of cookies you consent to have stored on your device.

Necessary Preferences Statistics Marketing

6/18/24, 3:05 PM A System Review on Fraudulent Website Detection Using Machine Learning Technique | SN Computer Science

https://dl.acm.org/doi/10.1007/s42979-023-02084-6 2/325

https://dl.acm.org/toc/sncs/2023/4/6
https://dl.acm.org/doi/10.1016/j.advengsoft.2022.103288
https://dl.acm.org/doi/10.1016/j.advengsoft.2022.103288
https://dl.acm.org/doi/10.1016/j.advengsoft.2022.103288
https://dl.acm.org/doi/10.1109/SAINT.2011.82
https://dl.acm.org/doi/10.1109/SAINT.2011.82
https://dl.acm.org/doi/10.1109/SAINT.2011.82
https://dl.acm.org/doi/10.1109/SAINT.2012.68
https://dl.acm.org/doi/10.1109/SAINT.2012.68
https://dl.acm.org/doi/10.1109/SAINT.2012.68
https://disqus.com/privacy-policy
https://disqus.com/data-sharing-settings/
https://dl.acm.org/journals
https://dl.acm.org/magazines
https://dl.acm.org/acmbooks
https://dl.acm.org/proceedings
https://dl.acm.org/sigs
https://dl.acm.org/conferences
https://dl.acm.org/collections
https://dl.acm.org/people
https://dl.acm.org/about
https://dl.acm.org/about/dlboard
https://dl.acm.org/about/access
https://www.acm.org/publications/authors/information-for-authors
https://dl.acm.org/about/access
https://dl.acm.org/about/content#sec2
https://dl.acm.org/ccs
https://dl.acm.org/about/accessibility
https://www.acm.org/membership/join
https://www.acm.org/special-interest-groups/join
https://www.acm.org/publications/subscribe
https://libraries.acm.org/
mailto:dl-team@hq.acm.org
mailto:dl-team@hq.acm.org
mailto:dl-team@hq.acm.org
mailto:dl-team@hq.acm.org
https://www.facebook.com/AssociationForComputingMachinery/
https://www.facebook.com/AssociationForComputingMachinery/
https://www.facebook.com/AssociationForComputingMachinery/
https://www.facebook.com/AssociationForComputingMachinery/
https://twitter.com/acmdl
https://twitter.com/acmdl
https://twitter.com/acmdl
https://twitter.com/acmdl
https://www.linkedin.com/company/association-for-computing-machinery/
https://www.linkedin.com/company/association-for-computing-machinery/
https://www.linkedin.com/company/association-for-computing-machinery/
https://www.linkedin.com/company/association-for-computing-machinery/
https://dl.acm.org/


Bug Report

The ACM Digital Library is published by the Association for Computing Machinery. Copyright © 2024 ACM, Inc.

Terms of Usage Privacy Policy Code of Ethics

 

SN Computer Science 

 Back

Use necessary cookies only Allow selected cookies Allow all cookies

Show details

This website uses cookies
We occasionally run membership recruitment campaigns on social media channels and use cookies to track post-clicks. We also share
information about your use of our site with our social media, advertising and analytics partners who may combine it with other
information that you’ve provided to them or that they’ve collected from your use of their services. Use the check boxes below to
choose the types of cookies you consent to have stored on your device.

Necessary Preferences Statistics Marketing

6/18/24, 3:05 PM A System Review on Fraudulent Website Detection Using Machine Learning Technique | SN Computer Science

https://dl.acm.org/doi/10.1007/s42979-023-02084-6 3/326

https://libraries.acm.org/digital-library/policies#anchor3
https://www.acm.org/about-acm/privacy-policy
https://www.acm.org/code-of-ethics
https://dl.acm.org/
https://www.acm.org/
https://dl.acm.org/


HOME  ARCHIVES  VOL. 12 NO. 20S (2024)  Research Article

Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm

R. Sangeethapriya
Assistant professor, Department of Information Technology, Sona college of Technology, Salem 636 005, Tamil Nadu

S. Gomathi
Assistant Professor, Department of Computer Science and Engineering, Dr. N.G.P Institute of Technology, Coimbatore 641048, Tamil Nadu.

B. Dhiyanesh
Associate Professor, Department of Computer Science and Engineering, Dr. N.G.P Institute of Technology, Coimbatore 641048, Tamil Nadu

J. K. Kiruthika
Assistant Professor (Sr.G), Department of Computer Science and Engineering, KPR Institute of Engineering and Technology, Coimbatore 641407, Tamil Nadu

P. Saraswathi
Assistant Professor, Department of Information Technology, Velammal College of Engineering and Technology, Madurai 625009, Tamil Nadu.

K. Divya
Assistant Professor, Department of Electrical and Electronics Engineering, Karpagam Institute of Technology, Coimbatore 641021, Tamil Nadu.

Keywords: Feature Selection, Classification, Clustering, Fuzzy Rules, Machine learning, diabetes

ABSTRACT

Diabetes mellitus (DM) is a metabolic disease that primarily results in high blood glucose levels. There are distinct clinical types, with Type 1 and Type 2 being the most

common forms of diabetes. A significant increase has been observed in the number of young people suffering from type 1 diabetes over the past few years for this reason.

Diabetes can become chronic with a long latency period in childhood and adolescence, as the symptoms in the early stages can be vague. This can make timely detection and

treatment complex, possibly leading to delayed treatment. It is important to detect or prevent diabetes early. It can cause many complications, and the prediction of diabetes

is not accurate for further analysis using previous methods. We introduced the new proposed method using learning (ML) approaches to overcome the issues. Based on the

Fuzzy K-means Clustering and Support Vector Machine (FKMC-SVM) for deciding the classification model for diabetic prediction using a standard dataset, for an accurate

result,  Initially collected, the diabetic dataset is from the standard repository, and the second step is pre-processing to reduce the imbalanced data, normalizing the values

from the dataset using Z-Score normalization, and then selecting the features based on the margin values using Threshold Recursive Feature Elimination (TRFE) to eliminate

the values from the pre-processing dataset based on the maximum threshold values of the recursive features in the dataset. Then the fuzzy-based method is used to decide

diabetes using fuzzy logic to create interpretable models and to diagnose diabetes early based on these classifiers, FKMC and SVM, and to design fuzzy rules. FKMC refers to a

collection of data points where the points in one location share similarities or connections but differ from those in another cluster. Additionally, optimizing support vector

machines with larger datasets may provide more accurate results and predict the likelihood of diabetes in both Type 1 and Type 2. This combined algorithm, F-KMC-SVM,

compares the precision, accuracy, recall, and F1-score of different ML techniques used to classify diabetic patients.

DOWNLOADS

/ / /

6/18/24, 3:07 PM Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm | International Journal of Intelligent Sy…

https://ijisae.org/index.php/IJISAE/article/view/5154#:~:text=Based on the Fuzzy K,pre-processing to reduce the 1/627

https://ijisae.org/index.php/IJISAE/index
https://ijisae.org/index.php/IJISAE/index
https://ijisae.org/index.php/IJISAE/issue/archive
https://ijisae.org/index.php/IJISAE/issue/view/125


REFERENCES

U. Ahmed et al., "Prediction of Diabetes Empowered With Fused Machine Learning," IEEE Access, vol. 10, pp. 8529-8538, 2022.

P. G. Shynu, V. G. Menon, R. L. Kumar, S. Kadry and Y. Nam, "Blockchain-Based Secure Healthcare Application for Diabetic-Cardio Disease Prediction in Fog Computing," IEEE

Access, vol. 9, pp. 45706-45720, 2021.

M. Goyal, N. D. Reeves, S. Rajbhandari and M. H. Yap, "Robust Methods for Real-Time Diabetic Foot Ulcer Detection and Localization on Mobile Devices," IEEE Journal of

Biomedical and Health Informatics, vol. 23, no. 4, pp. 1730-1741, July 2019.

M. Z. M. Shamim, S. Alotaibi, H. S. Hussein, M. Farrag and M. Shiblee, "Diagnostic Accuracy of Smartphone-Connected Electrophysiological Biosensors for Prediction of Blood

Glucose Level in a Type-2 Diabetic Patient Using Machine Learning: A Pilot Study," IEEE Embedded Systems Letters, vol. 14, no. 1, pp. 27-30, March 2022.

M. Gadaleta, A. Facchinetti, E. Grisan and M. Rossi, "Prediction of Adverse Glycemic Events From Continuous Glucose Monitoring Signal," IEEE Journal of Biomedical and Health

Informatics, vol. 23, no. 2, pp. 650-659, March 2019.

X. Zeng, H. Chen, Y. Luo and W. Ye, "Automated Diabetic Retinopathy Detection Based on Binocular Siamese-Like Convolutional Neural Network," IEEE Access, vol. 7, pp.

30744-30753, 2019.

H. Kaushik, D. Singh, M. Kaur, H. Alshazly, A. Zaguia and H. Hamam, "Diabetic Retinopathy Diagnosis From Fundus Images Using Stacked Generalization of Deep Models," IEEE

Access, vol. 9, pp. 108276-108292, 202.

V. K. Daliya, T. K. Ramesh and S. -B. Ko, "An Optimised Multivariable Regression Model for Predictive Analysis of Diabetic Disease Progression," IEEE Access, vol. 9, pp. 99768-

99780, 2021.

G. Annuzzi et al., "Impact of Nutritional Factors in Blood Glucose Prediction in Type 1 Diabetes Through Machine Learning," IEEE Access, vol. 11, pp. 17104-17115, 2023.

M. K. Hasan, M. A. Alam, D. Das, E. Hossain and M. Hasan, "Diabetes Prediction Using Ensembling of Different Machine Learning Classifiers," IEEE Access, vol. 8, pp. 76516-

76531, 2020.

Beneyto, A. Bertachi, J. Bondia and J. Vehi, "A New Blood Glucose Control Scheme for Unannounced Exercise in Type 1 Diabetic Subjects," IEEE Transactions on Control Systems

Technology, vol. 28, no. 2, pp. 593-600, March 2020.

R. Ferdousi, M. A. Hossain and A. E. Saddik, "Early-Stage Risk Prediction of Non-Communicable Disease Using Machine Learning in Health CPS," IEEE Access, vol. 9, pp. 96823-

96837, 2021.

M. S. Islam, M. K. Qaraqe, S. Belhaouari and G. Petrovski, "Long Term HbA1c Prediction Using Multi-Stage CGM Data Analysis," IEEE Sensors Journal, vol. 21, no. 13, pp. 15237-

15247, 1 July1, 2021.

W. Wang, S. Wang, X. Wang, D. Liu, Y. Geng and T. Wu, "A Glucose-Insulin Mixture Model and Application to Short-Term Hypoglycemia Prediction in the Night Time," IEEE

Transactions on Biomedical Engineering, vol. 68, no. 3, pp. 834-845, 2021.

Aliberti et al., "A Multi-Patient Data-Driven Approach to Blood Glucose Prediction," IEEE Access, vol. 7, pp. 69311-69325, 2019.

S. Huang, J. Li, Y. Xiao, N. Shen and T. Xu, "RTNet: Relation Transformer Network for Diabetic Retinopathy Multi-Lesion Segmentation," in IEEE Transactions on Medical Imaging,

vol. 41, no. 6, pp. 1596-1607, 2022.

F. Haque, M. B. I. Reaz, M. E. H. Chowdhury, F. H. Hashim, N. Arsad and S. H. M. Ali, "Diabetic Sensorimotor Polyneuropathy Severity Classification Using Adaptive Neuro Fuzzy

Inference System," IEEE Access, vol. 9, pp. 7618-7631, 2021.

6/18/24, 3:07 PM Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm | International Journal of Intelligent Sy…

https://ijisae.org/index.php/IJISAE/article/view/5154#:~:text=Based on the Fuzzy K,pre-processing to reduce the 2/628



M. M. Abdelsalam and M. A. Zahran, "A Novel Approach of Diabetic Retinopathy Early Detection Based on Multifractal Geometry Analysis for OCTA Macular Images Using

Support Vector Machine," IEEE Access, vol. 9, pp. 22844-22858, 2021.

He, T. Li, N. Li, K. Wang and H. Fu, "CABNet: Category Attention Block for Imbalanced Diabetic Retinopathy Grading," IEEE Transactions on Medical Imaging, vol. 40, no. 1, pp.

143-153, Jan. 2021.

Y. Zhou, B. Wang, L. Huang, S. Cui and L. Shao, "A Benchmark for Studying Diabetic Retinopathy: Segmentation, Grading, and Transferability," IEEE Transactions on Medical

Imaging, vol. 40, no. 3, pp. 818-828, March 2021.

Gothane, Suwarna, K. Srujan Raju, Saikumar Tara, and P. Devika. "Unsupervised learning towards hierarchical clustering." In AIP Conference Proceedings, vol. 2477, no. 1. AIP

Publishing, 2023.

J. Narasimharao, A. V. Reddy, R. Regulagadda, P. Sruthi, V. Venkataiah and R. Suhasini, "Analysis on Rising the Life Span of Node in Wireless Sensor Networks Using Low Energy

Adaptive Hierarchy Clustering Protocol," 2023 IEEE 5th International Conference on Cybernetics, Cognition and Machine Learning Applications (ICCCMLA), Hamburg, Germany,

2023, pp. 651-659, doi: 10.1109/ICCCMLA58983.2023.10346731.

Madala, S., Suvarna Vani, K., Jalapally, P., Srujan Raju, K., Somasekhar, G. (2022). Framework for Diabetic Retinopathy Classification. In: Satapathy, S.C., Bhateja, V., Favorskaya,

M.N., Adilakshmi, T. (eds) Smart Intelligent Computing and Applications, Volume 2. Smart Innovation, Systems and Technologies, vol 283. Springer, Singapore.

https://doi.org/10.1007/978-981-16-9705-0_58

 PDF

PUBLISHED

24.03.2024

HOW TO CITE

Sangeethapriya, R. ., Gomathi, S. ., Dhiyanesh, B. ., Kiruthika, J. K. ., Saraswathi, P. ., & Divya, K. . (2024). Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm.
International Journal of Intelligent Systems and Applications in Engineering, 12(20s), 423–431. Retrieved from https://ijisae.org/index.php/IJISAE/article/view/5154

ISSUE

Vol. 12 No. 20s (2024)

SECTION

Research Article

LICENSE

This work is licensed under a Creative Commons Attribution-ShareAlike 4.0 International License.

All papers should be submitted electronically. All submitted manuscripts must be original work that is not under submission at another journal or under consideration for publication in

another form, such as a monograph or chapter of a book. Authors of submitted papers are obligated not to submit their paper for publication elsewhere until an editorial decision is

rendered on their submission. Further, authors of accepted papers are prohibited from publishing the results in other publications that appear before the paper is published in the Journal

unless they receive approval for doing so from the Editor-In-Chief.

IJISAE open access articles are licensed under a Creative Commons Attribution-ShareAlike 4.0 International License. This license lets the audience to give appropriate credit, provide a link to

the license, and indicate if changes were made and if they remix, transform, or build upon the material, they must distribute contributions under the same license as the original.

Most read articles by the same author(s)



More Citation Formats 

6/18/24, 3:07 PM Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm | International Journal of Intelligent Sy…

https://ijisae.org/index.php/IJISAE/article/view/5154#:~:text=Based on the Fuzzy K,pre-processing to reduce the 3/629

https://doi.org/10.1007/978-981-16-9705-0_58
https://ijisae.org/index.php/IJISAE/article/view/5154/3871
https://ijisae.org/index.php/IJISAE/issue/view/125
https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/


G. Gokila Deepa, B. Dhiyanesh, C. B. Selva Lakshmi, T. Yawanikha, I. Janani, R. Radha, Enhancing Chronic Kidney Disease Diagnosis with an Optimized Fuzzy Deep Neural
Network: A Polycystic Kidney Disease Perspective , International Journal of Intelligent Systems and Applications in Engineering: Vol. 12 No. 20s (2024)
A. Asha, B. Dhiyanesh, G. Kiruthiga, L. Shakkeera, Vinodkumar Jacob, Anita Venaik, Efficient Coronary Heart Disease Prediction: Enhanced Neural Network with Chaos
Salp Decision and Feature Optimization , International Journal of Intelligent Systems and Applications in Engineering: Vol. 12 No. 20s (2024)
A. Baseera, B. Dhiyanesh, Parveen Begam Abdul Kareem, P. Shanmugaraja, V. Anusuya, Integrative Approach for Precision Prediction of Chronic Kidney Disease: Anfis-
Based Feature Selection and DCNN Classification , International Journal of Intelligent Systems and Applications in Engineering: Vol. 12 No. 20s (2024)

Similar Articles

Vinayak Kishan Nirmale, C. Madhusudhana Rao, Mylapalli Ramesh, M. Nirmala, S. Girinath, Nellore Manoj Kumar, Fuzzy Integrated Latent Dirichlet Allocation Algorithm
for Intrusion Detection in Cloud Environments , International Journal of Intelligent Systems and Applications in Engineering: Vol. 12 No. 17s (2024)

You may also start an advanced similarity search for this article.

ANNOUNCEMENTS

Information for Authors

March 6, 2023
Information for Authors:

We are pleased to inform that we are now collaborating with Elsevier Digital Commons for much better visibility of journal. Further authors will be able to observe their

citations, metric like PlumX from journal website itself. IJISAE will be in transition from OJS to Digital Commons framework in next few months so if their is any queries or

delays contact directly on editor@ijisae.org

6/18/24, 3:07 PM Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm | International Journal of Intelligent Sy…

https://ijisae.org/index.php/IJISAE/article/view/5154#:~:text=Based on the Fuzzy K,pre-processing to reduce the 4/630

https://ijisae.org/index.php/IJISAE/article/view/5146
https://ijisae.org/index.php/IJISAE/article/view/5146
https://ijisae.org/index.php/IJISAE/issue/view/125
https://ijisae.org/index.php/IJISAE/article/view/5156
https://ijisae.org/index.php/IJISAE/article/view/5156
https://ijisae.org/index.php/IJISAE/issue/view/125
https://ijisae.org/index.php/IJISAE/article/view/5152
https://ijisae.org/index.php/IJISAE/article/view/5152
https://ijisae.org/index.php/IJISAE/issue/view/125
https://ijisae.org/index.php/IJISAE/article/view/4870
https://ijisae.org/index.php/IJISAE/article/view/4870
https://ijisae.org/index.php/IJISAE/issue/view/122
https://ijisae.org/index.php/IJISAE/search/search?query=Intrusion%20Cloud%20Fuzzy%20Latent%20Dirichlet%20NIDS%20DoS%20R2L%20FI-LDA
https://ijisae.org/index.php/IJISAE/announcement/view/24


Editorial Team

Focus and Scope

Author Guidelines

Indexing

Publishing Process

New Submission

Publishing Ethics

Contact

6/18/24, 3:07 PM Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm | International Journal of Intelligent Sy…

https://ijisae.org/index.php/IJISAE/article/view/5154#:~:text=Based on the Fuzzy K,pre-processing to reduce the 5/631

https://ijisae.org/IJISAE/about/editorialTeam
https://ijisae.org/IJISAE/focus
http://manuscriptsubmission.net/ijisae/index.php/submission/about/submissions#authorGuidelines
https://ijisae.org/IJISAE/indexing
https://ijisae.org/IJISAE/about/aboutThisPublishingSystem
http://manuscriptsubmission.net/ijisae/index.php/submission/submission/wizard
https://ijisae.org/IJISAE/ethics
https://ijisae.org/IJISAE/about/contact


Peer Review Process

INFORMATION

For Readers

For Authors

For Librarians

Indexed By

MOST READ

Ontology-based Multi-Agent System on Fuzzy Markup Language in Healthy Lifestyle
 1285

Classification of Rice Varieties Using Artificial Intelligence Methods
 820

Applications of Integration and Differentiation in Real Life
 624

Advancements in Computing: Emerging Trends in Computational Science with Next-Generation Computing
 463

Abstractive Long Text Summarization using Large Language Models
 431

Quick links for:
Authors

Register as a new author
Track the status of your
submissions
Submit a new manuscript
Update the details in your
profile
Show the guidelines for
authors

Quick links for:
Peer Reviewers

Register as a new Peer
Reviewer
Overview of a current
review
Process for undertaking
reviews

Quick links for:
Editor and Section Editors

Overview of new
submissions
Assign submissions to
reviewers
Track progress of
revisions
Select submissions for
copy editing

Quick links for:
Editor and Publisher

Overview of new
submissions
Assign submissions to
Section Editors

Current Issue | Archives | Submit a manuscript | About the Journal
ISSN: 2147-6799

6/18/24, 3:07 PM Early Risk Prediction of Diabetes Categorization Using Fuzzy K-Means Clustering Algorithm | International Journal of Intelligent Sy…

https://ijisae.org/index.php/IJISAE/article/view/5154#:~:text=Based on the Fuzzy K,pre-processing to reduce the 6/632

https://ijisae.org/IJISAE/peerreview
https://ijisae.org/index.php/IJISAE/information/readers
https://ijisae.org/index.php/IJISAE/information/authors
https://ijisae.org/index.php/IJISAE/information/librarians
https://ijisae.org/IJISAE/indexing
https://ijisae.org/IJISAE/indexing
https://ijisae.org/IJISAE/indexing
https://ijisae.org/IJISAE/indexing
https://ijisae.org/index.php/IJISAE/article/view/5333
https://ijisae.org/index.php/IJISAE/article/view/1068
https://ijisae.org/index.php/IJISAE/article/view/2738
https://ijisae.org/index.php/IJISAE/article/view/4159
https://ijisae.org/index.php/IJISAE/article/view/4500
http://manuscriptsubmission.net/ijisae/index.php/submission/user/register
https://www.ijisae.org/IJISAE/author?journal=
http://manuscriptsubmission.net/ijisae/index.php/submission/about/submissions
http://manuscriptsubmission.net/ijisae/index.php/submission/user/profile
http://manuscriptsubmission.net/ijisae/index.php/submission/about/submissions#authorGuidelines
http://manuscriptsubmission.net/ijisae/index.php/submission/user/register
http://manuscriptsubmission.net/ijisae/index.php/submission/user/profile
https://www.ijisae.org/IJISAE/about/editorialPolicies#peerReviewProcess
https://www.ijisae.org/IJISAE/editor/submissions/submissionsUnassigned
https://www.ijisae.org/IJISAE/editor/submissions/submissionsInReview
https://www.ijisae.org/IJISAE/editor/submissions/submissionsInReview
http://manuscriptsubmission.net/ijisae/index.php/submission/user/profile
http://manuscriptsubmission.net/ijisae/index.php/submission/user/profile
https://www.ijisae.org/IJISAE/editor/submissions/submissionsUnassigned
https://www.ijisae.org/IJISAE/issue/current
https://www.ijisae.org/IJISAE/issue/archive
http://manuscriptsubmission.net/ijisae/index.php/submission/about/submissions
https://www.ijisae.org/IJISAE/about
https://ijisae.org/index.php/IJISAE/about/aboutThisPublishingSystem


Optistroke: Harnessing Bat Algorithm-Driven Stacked Ensembles for Enhanced Stroke Prediction Using Machine Learning 

6/18/24, 3:08 PM View of Optistroke: Harnessing Bat Algorithm-Driven Stacked Ensembles for Enhanced Stroke Prediction Using Machine Learning

https://ijisae.org/index.php/IJISAE/article/view/5309/4036 1/133

https://ijisae.org/index.php/IJISAE/article/view/5309
https://ijisae.org/index.php/IJISAE/article/view/5309
https://ijisae.org/index.php/IJISAE/article/download/5309/4036/10370


2962 |  New J. Chem., 2024, 48, 2962–2970 This journal is © The Royal Society of Chemistry and the Centre National de la Recherche Scientifique 2024

Cite this: New J. Chem., 2024,

48, 2962

Zn@ZrO2 nanoparticles decorated on
naringin-based sensor for electrochemical
detection of p-nitrophenol and o-nitrophenol†

Ramesh Madhaiyan,a Umamatheswari Seeman, *a Sankar Chinnusamy *b and
Jayavel Ramasamyc

The development of modest and accurate electrochemical sensors for organic waste in water systems

is of the highest priority. This study describes a method for synthesizing a Zn@ZrO2 nanoparticle

decorated naringin (NG) nanocomposite (Zn@ZrO2/NG). Several techniques, such as XRD, FTIR, XPS,

HR-SEM, EDX and HR-TEM, were used to investigate the morphology, structure and molecular

properties of the Zn@ZrO2/NG nanocomposite. The electrochemical properties of Zn@ZrO2/NG were

investigated using CV and DPV. The proposed sensor displayed strong linearity for p-nitrophenol (PNP)

and o-nitrophenol (ONP) from 1 mM to 500 mM, with LOD of 1.14 mM and 1.03 mM, and sensitivity of

5.055 and 3.385 mA mM�1 cm�2, respectively. In addition, the fabricated sensor possesses good

sensitivity, great reproducibility, and high stability for the detection of PNP and ONP. The enhanced

sensitivity of the sensor towards the detection of PNP and ONP could pave way for the detection of

PNP and ONP in real samples.

1. Introduction

Nitrophenol is a highly harmful organic substance widely used
as a precursor and intermediate for the manufacture of various
products.1,2 In particular, p-nitrophenol (PNP) and o-nitro-
phenol (ONP) are essential raw materials for the manufacture
of various products, such as polymers, pharmaceuticals, dyes,
leather, petroleum, pesticides, explosives and rubber.3,4 Even at
low concentrations, nitrophenol is a highly hazardous material,
causing severe damage to the liver, kidney, blood, and central
nervous system of humans, as well as being harmful to the
environment.5 Moreover, it is nondegradable, persisting for
long periods in the environment. With the presence of a nitro
group, phenols are highly polar in nature, so phenols are easily
soluble in water and can produce damaging effects on the
environment. Thus, it is imperative to develop a quick, inex-
pensive, and simple analytical method for the highly sensitive

and accurate sensing of PNP and ONP. Currently, various
techniques are available for the detection and removal of PNP
and ONP, like capillary electrophoresis,6 high performance
liquid chromatography,7 Raman spectroscopy,8 gas chromato-
graphy,9 and fluorescence/luminescent10–12 and electrochemi-
cal methods.13 However, these methods of analysis have some
limitations, such as difficulty in operation, high cost, and long
processing times. In comparison to these conventional detec-
tion techniques, the electrochemical method is the most pro-
mising analytical method because of its low cost, fast response,
inexpensive instrumentation, simple operation, and ability to
carry out its analysis in situ.14–16

However, the main challenges of using conventional electro-
des that need to be overcome are their poor sensitivity and
selectivity towards specific toxic and hazardous chemicals and
their electrochemical detection in the presence of other inter-
fering species. As a consequence, it is highly desirable to
develop novel electrodes for the selective detection of ortho/
para-nitrophenols.17 The electrochemical response can be
enhanced by modifying the surface of the electrode with an
active substance, such as simple metal and metal oxide nano-
materials or nanocomposites. For example, Ag,18 Au,19 ZrO2,

20

ZnO, AgO2,
21 and Fe2O4

22 nanomaterials have great electroche-
mical detection capability for nitrobenzene because they are
excellent catalysts. ZrO2 nanoparticles are the most suitable
materials for immobilizing molecules with oxygen-containing
compounds because of their stability at high temperature,
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inability to react with chemicals, nontoxicity, and strong attraction
to oxygen-containing compounds. These ZrO2 nanoparticles also
contain a three-dimensional platform with limited angles that can
be changed to allow direct electron transfer between the protein
and the conductor.20 Owing to its appealing properties, ZrO2 has
been widely used in electrochemical sensors. Moreover, ZnO NPs
are n-type semiconductors with a significant excited binding
energy of 60 meV and a band gap value of 3.2 eV. ZnO
nanoparticles exhibit excellent chemical stability, low cost, and
nontoxicity. They also demonstrate the positive aspects of electro-
chemical sensors, such as excellent analyte interactions and
electron transfer.23 In the last few years, many research groups
have developed Zn/ZnO-based electrochemical sensors to deter-
mine 4-nitrophenol, such as Ag2O–ZnO nanocomposites,24 GO/
ZnO nanohybrids,25 ZnO/RuO2 NPs26 and Co-doped ZnO-based
hybrid nanocomposites.27 Flavonoids are beneficial plant-derived
secondary metabolites. Flavonoids are polyphenols with great
anticancer, antibacterial, anti-inflammatory, antiviral, and anti-
microbial abilities.28 Additionally, their neutral functional groups,
such as amine and hydroxyl groups, make them easy to dissolve in
water and attach to metals.29 Naringin is an important nutrient
and flavanone glycoside made from naringenin and neohes-
peridose, which are both found in citrus products, such as
grapefruit.30 It has many benefits, such as antitumor, anti-
allergic, antimicrobial, and biosensor functions.31–34 For example
Sasya et al. developed an enzymeless electrochemical detection of
superoxide based on naringin-copper nanocomposites, and the

sensor exhibited good sensitivity in the range of 0.2–4.2 mMwith a
response time of o1 s.35

However, based on a literature review, a naringin-loaded
Zn@ZrO2 nanocomposite has not yet been developed for the
quantification of nitrophenol derivatives. The present study
describes the synthesis and biosensing applications for PNP
and ONP based on Zn@ZrO2/NG nanocomposites for the first
time. Herein, a nanocomposite Zn@ZrO2/NG was synthesized
by the functionalization of Zn@ZrO2 on an NG surface, which
was then fabricated onto a GCE surface (Scheme 1) to produce
an electrochemical sensor for accurate sensing of PNP and
ONP. Additionally, the practicability of the Zn@ZrO2/NG nano-
composite in drinking and river water was analyzed.

2. Experimental section
2.1. Chemicals

Zinc oxide (ZnO), zirconyl chloride octahydrate (ZrOCl2�8H2O),
ammonium hydroxide (NH4OH), deionized water (DI water),
ethanol (Et), p-nitrophenol (PNP), o-nitrophenol (ONP), bisphe-
nol A (BPA), uric acid (UA), ascorbic acid (AA), glucose (Glu),
hydrogen peroxide (H2O2), calcium chloride (CaCl2), ferric
chloride (FeCl3), phosphate buffer solution (PBS), nitrobenzene
(NB), 2-nitrotoluene (2-NT), 4-nitrotoluene (4-NT), 2,4-dinitro-
toluene (DNT), aniline, and 3-nitroaniline (3-NA) were obtained

Scheme 1 Schematic diagram for the electrochemical detection of PNP and ONP.
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from Sigma Aldrich and Sisco Research Laboratory, Pvt. Ltd and
used without further purification.

2.2. Preparation of Zn@ZrO2 nanoparticles

The fabrication steps are illustrated in Scheme 1. First, 1.61 g of
ZrOCl2�8H2O and 0.20 g of ZnO were dissolved in 50 mL of DI
water. After vigorous stirring for 5 min, NH4OH solution was
slowly added, maintaining the pH at 10, and stirred at room
temperature for 4 h. After the reaction was complete, the
product was centrifuged and washed numerous times in a DI
water and ethanol mixture and dried at 80 1C overnight. Finally,
the obtained product was annealed at 400 1C for 5 h at a heating
rate of 5 1C min�1.

2.3. Preparation of Zn@ZrO2/NG nanocomposites

Zn@ZrO2/NG nanocomposites were synthesized based on our
previously reported procedure,20 with novelty in the modifica-
tion part which was done in a single step. Three different
concentrated Zn@ZrO2/NG nanocomposites, Zn@ZrO2/
NG(1 : 5), Zn@ZrO2/NG(2 : 5), and Zn@ZrO2/NG(3 : 5), were
synthesized. Zn@ZrO2 NPs (1 g%) and naringin (5 g%) were
dissolved in a 50 : 50 ethanol : water mixture. The reaction
mixture was stirred vigorously until the solution reached homo-
geneity. After adjusting the pH to 10 by adding 4 M NaOH
solution, the resulting mixture was ultrasonicated for 2 h. The
obtained product was washed with DI water and ethanol and
dried at 80 1C overnight. Finally, the obtained product was
annealed at 200 1C for 5 h at a heating rate of 5 1C min. The
same method was used to synthesize the other two concentrated
nanocomposites, Zn@ZrO2/NG(2 : 5) and Zn@ZrO2/NG(3 : 5).

The fabricated Zn@ZrO2/NG nanocomposites were characterized
using various techniques.

2.4. Fabrication of Zn@ZrO2/NG-GC electrode

Initially, 4 mg of Zn@ZrO2/NG nanocomposite was dispersed in
500 mL of ethanol and 10 mL of 10% Nafion solution under
ultrasonic conditions for 30 min. Then, 10 mL of dispersed
Zn@ZrO2/NG slurry was drop coated on the cleaned GCE sur-
face and dried at ambient temperature. The as-prepared
Zn@ZrO2/NG-GC electrode was used for the electrochemical
detection of PNP and ONP, in CV and DPV.

2.5. Electrochemical measurements

Electrochemical studies were undertaken with a CHI600E work-
station with a working electrode of Zn@ZrO2/NG-GCE, refer-
ence electrode of Ag/AgCl, and counter electrode of Pt wire. All
experiments were carried out in a phosphate buffer solution
(pH = 5). The electrocatalytic activity of Zn@ZrO2/NG-GCE
towards PNP and ONP was studied by cyclic voltammetry in
the potential range of �0.9 to 0.3 V for PNP and �0.6 to 0.6 V
for ONP with a scan rate of 50 mV s�1. Then, the quantitative
estimation of PNP and ONP was carried out using DPV with a
range of potential of �0.95 to �0.75 V for PNP and �0.75 to
�0.45 V for ONP.

3. Results and discussion
3.1. Characterization of the Zn@ZrO2/NG nanocomposite

The composition ratio of the constituents in the sensor is
important to determine their uniqueness. Thus, metal

Fig. 1 (A) XRD patterns of the Zn@ZrO2/NG nanocomposite with different concentrations of Zn@ZrO2 NPs. (B) XPS survey spectrum of the Zn@ZrO2/NG
nanocomposite. (C) Zr 3d spectrum, (D) Zn 2p spectrum (E) C1 spectrum and (F) O1 spectrum.
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nanocomposites were synthesized at three concentration
Zn@ZrO2/NG ratios of 1 : 5 (a), 2 : 5 (b), and 3 : 5 (c). The 1 : 5
(a), 2 : 5 (b), and 3 : 5 (c) crystal structures of Zn@ZrO2/NG
nanocomposites are shown in Fig. 1A. The characteristic
diffraction peaks located at 29.8, 34.8, 50.1, 59.8, 62.5,
67.5, 74.1, 84.6 correspond to the (101), (110), (200),
(211), (202), (212), (220), and (310) crystal planes of the
tetragonal structure of ZrO2, according to the JCPDS data for
ZrO2 (JCPDS 42-1164).36 Conversely, the diffraction peaks
located at 41.71, 82.121, 95.21 (2y) correspond to (100), (112),
(202) reflections, respectively, and agree with the crystal
planes of the hexagonal structure of Zn (JCPDS 01-1238).37

These results suggest a mixture of both crystalline phases,
which is commonly observed in a ZrO2 matrix, when calcined
at a similar temperature. The additional diffraction peaks
were attributed to the naringin substrate. These results
demonstrate the successful synthesis of the Zn@ZrO2/NG
nanocomposite. The particle size of the nanocomposites
was determined using the Debye–Scherrer equation, and the
calculated average particle sizes were 10, 13, and 14 nm. The
results revealed that the particle size increased with increas-
ing concentration of Zn@ZrO2 NPs.

The FTIR spectra of Zn@ZrO2/NG(1 : 5), (2 : 5) and (3 : 5)
nanocomposites were recorded in the range 400–4000 cm�1

(Fig. S1, ESI†). The band appearing at 1086.16 cm�1 is ascribed
to C–O–C stretching vibrations and that at 1354.15 cm�1 is due
to CH and CH2 stretching vibrations of the naringin molecule.
The bands appearing at 1610.27 and 3412.64 cm�1 are due to
the bending and stretching vibrations of –OH in the naringin
molecule. A distinct peak at 646.64 cm�1 corresponds to the
M–OH peak and is observed for all samples. Therefore, the
FTIR study suggests that the OH group of naringin binds to the
Zn@ZrO2 group of the synthesized nanoparticles.38

The chemical configuration and elemental arrangement of
the Zn@ZrO2/NG nanocomposite were determined by XPS, and
the survey spectrum is shown in Fig. 1B. In Fig. 1C, the high-
resolution XPS spectrum of Zr 3d5/2 could be fitted to two peaks
at 180.8 and 183.6 eV corresponding to Zr 3d5/2 and Zr 3d3/2. For
Zn, in the XPS spectrum of Zn 2p (Fig. 1D), we observe two
obvious peaks at 1021.6 and 1045.1 eV, which indicate Zn 2p3/2
and Zn 2p1/2. This confirms that Zn is dispersed among the
ZrO2 lattice and exists in the form of divalent ions,39 which
supports the conclusion of XRD results. In the Zn 2p spectra
shown in Fig. 1D, two peaks are located at 1021.6, 1045.1 eV for
Zn 2p3/2 and Zn 2p1/2. In Fig. 1E, the C 1s spectrum presents
three peaks located at 283.7, 285.1 and 286.8 eV, corresponding
to C–C, C–O–H and C–O–C, respectively. As shown in Fig. 1F,
the O1s spectrum has three distinct peaks at 528.7, 529.8 and
531.6 eV relating to Zn–O, Zr–O and –OH. Consequently, the
Zn@ZrO2/NG nanocomposite had been effectively fabricated.

The structures of Zn@ZrO2/NG(1 : 5), Zn@ZrO2/NG(2 : 5) and
Zn@ZrO2/NG(3 : 5) nanocomposites were examined by HR-SEM,
as depicted in Fig. 2A–C. The image of the prepared nanocom-
posites shows a random agglomeration of pure sphere-shaped
Zn@ZrO2 NPs on the naringin surface. Zn@ZrO2/NG nanocom-
posites consist of spherical Zn@ZrO2 particles with sizes 1 : 5 =
10, 2 : 5 = 13 and 3 : 5 = 14 nm, which are dispersed across the
surface of the naringin. The presence of different concentra-
tions of Zn@ZrO2 NPs on the surface of the naringin results in a
change in the particle size and an increase in surface area and
number of active sites, which improves the electron transport
during the redox process. The EDX spectrum (inset to Fig. 2A–C)
indicates the presence of Zn, Zr, O and C atoms in Zn@ZrO2/NG
nanocomposites without any impurities.

The structures of Zn@ZrO2/NG nanocomposites were further
confirmed by HR-TEM analysis (Fig. 2D–F). The prepared

Fig. 2 (A) HR-SEM image of Zn@ZrO2/NG(1 : 5) (inset: EDS spectrum), (B) HR-SEM image of Zn@ZrO2/NG(2 : 5) (inset: EDS spectrum), (C) HR-SEM image
of Zn@ZrO2/NG(3 : 5) (inset: EDS spectrum). (D) HR-TEM image of Zn@ZrO2/NG(1 : 5) (inset: histogram plot), (E) HR-TEM image of Zn@ZrO2/NG(2 : 5)
(inset: histogram plot), (F) HR-TEM image of Zn@ZrO2/NG(3 : 5) (inset: histogram plot).
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nanocomposites were clearly observed to be spherical in shape
and agglomerated in the foliated structure of naringin where
the particle sizes of the composites were 1 : 5 = 10, 2 : 5 = 13 and
3 : 5 = 14 nm.

The HR-TEM images in Fig. 3A–C further revealed that the
particles have distinct lattice fringes, corresponding to D(101) =
0.27, D(110) = 0.25 and D(200) = 0.24 nm of the tetragonal plane of
Zn@ZrO2 (JCPDC 42-1164). The crystalline structure of the
Zn@ZrO2/NG composite is clearly shown in the inset to
Fig. 3C, which corresponds to the SAED. The SAED pattern
shows the interplanar distances, D(112) = 1.92, D(101) = 1.17,
D(200) = 0.97 and D(422) = 0.77, which well matched JCPDS 42-
1164 where the composites are polycrystalline in nature.

3.2. Electrochemical response towards PNP

3.2.1. Electrochemical impedance spectroscopy (EIS). Elec-
trochemical impedance spectroscopy (EIS) is a useful method
for measuring the electron conduction behavior of the interface
between fabricated electrodes and an electrolyte. The EI
spectrum was obtained for four different electrodes, bare GCE
(a), Zn@ZrO2/NG-GCE(1 : 5) (b), Zn@ZrO2/NG-GCE(2 : 5) (c)
and Zn@ZrO2/NG-GCE(3 : 5) (d) in the presence of 5 mM
K3[Fe(CN)6], as shown in Fig. 3D. In the highest frequency
band, nearly all electrodes showed one semicircle.

The electrocatalytic activity of the fabricated electrode can
be calculated from the standard change in current density (I0)
according to eqn (1):40

I0 = RT/nFRct (1)

The current densities (I0) of fabricated electrodes were
0.0513, 0.0855, 0.128 and 0.188 mA cm�2. From the results,
the Zn@ZrO2/NG(3 : 5) electrode shows a higher standard

change current density (I0 = 0.188 mA cm�2) than other electro-
des, which indicates that Zn@ZrO2/NG-GCE(3 : 5) shows good
electrocatalytic activity. Therefore, we chose the Zn@ZrO2/NG-
GCE(3 : 5) electrode for further electrochemical analysis.

3.3. Electrochemical detection of p-nitrophenol by cyclic
voltammetry (CV)

The electrocatalytic behavior of fabricated Zn@ZrO2/NG elec-
trodes was examined by CV measurements. The CV experi-
ments were carried out in a phosphate buffer solution at a
pH of 5.0 and at a scan rate of 50 mV s�1 with and without 100
mM of PNP (Fig. 4A). No redox peaks were observed in the bare
GCE. The fabricated Zn@ZrO2-GCE exhibited a significant
reduction peak (red) at �0.79 V. However, the modified
Zn@ZrO2/NG-GCE(3 : 5) exhibits a high reduction peak (red)
at �0.79 V and a reversible peak (ox) at �0.05 V in the presence
of 100 mM of PNP. This result confirmed that the Zn@ZrO2/NG-
GC(3 : 5) nanocomposite exhibits higher sensitivity for the
detection of 4-nitrophenol.

Investigation into the kinetics of the electrode reaction was
performed with CV at different scan rates. Fig. 4B illustrates the
CV curves of the reduction of 100 mM of PNP on Zn@ZrO2/NG-
GCE obtained at different scan rates from 10 to 100 mV s�1. It
can be observed that the reduction peak current linearly
increases with increasing scan rate. The insert in Fig. 4B shows
the linear relationship between the reduction peak current (Ip)
and scan rate (n) in the range of 10–100 mV s�1. The electro-
chemical process is governed by diffusion, as illustrated by the
linear behaviour of Ipc vs. the square root of the scan rate (n)
with linear regression given by Ipa = �1.119x � 0.869 (R2 =
0.98841) and Ipc = 0.724x � 0.906, R2 = 0.99081 (inset Fig. 4B).
The observed peak current at �0.79 V can be ascribed to the p-
nitrophenol being directly reduced to the corresponding p-
nitrosophenol with the transfer of six electrons and protons
in the reduction side. Reversible redox conversions take place
between p-hydroxyaminophenol and p-nitrosophenol, resulting
in the appearance of an oxidation peak at �0.05 V. Based on an
earlier report, a possible mechanism for the fabricated elec-
trode reaction is proposed in Scheme 1.41

3.3.1. Differential pulse voltammetry (DPV) analysis. The
DPV technique was used to optimize the electrochemical para-
meters to investigate the correlation between the reduction
peak current and concentration of PNP. Fig. 4C illustrates the
DPV spectra obtained at three sets of concentration (1–500 mM)
(see Table S1 in ESI†) of PNP in a phosphate buffer solution at
pH 5 and at a scan rate of 50 mV s�1. At 0.79 V, the PNP
reduction peak current linearly increased with increasing
concentration of PNP. Furthermore, the linear regression equa-
tion inset in Fig. 4C gives Ipc = �0.0353x � 3.456 with an R2 of
0.99782. The estimated LOD for the fabricated Zn@ZrO2/NG-
GC electrode was 1.14 mM, calculated from LOD = 3s/S (s =
standard deviation, S = slope of the calibration plot)42 and
sensitivity = 5.055 mA mM�1 cm�2 which was calculated with S =
slope of the curve/active surface area.43 We compare the
obtained results with other non-enzymatic nitrophenol sensors
using metal/metal oxide/organic molecules in Table S2 (ESI†).

Fig. 3 (A) IFFT image of Zn@ZrO2/NG(1 : 5) nanocomposite. (B) IFFT
image of Zn@ZrO2/NG(2 : 5) nanocomposite. (C) IFFT image of Zn@
ZrO2/NG(3 : 5) nanocomposite. (D) EIS spectrum of Zn@ZrO2/NG
nanocomposites.
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The ZnZrO2/NG electrode provided exceptional electrocatalytic
activity as well as a broad linear detection range and a low LOD
for PNP. These exceptional properties are a result of the large
specific area, high porosity and synergistic relationships of the
modified electrodes.

3.3.2. Selectivity, stability and reproducibility. In addition,
an anti-interference study was conducted to assess the selec-
tivity of Zn@ZrO2/NG-GCE because environmental water con-
tains numerous organic and inorganic contaminants. The
influence of neighboring organic compounds like NB, 2-NT,
4-NT, 2,4-DNT, aniline, 3-NA, PAP, BPA, UA, AA, Glu, H2O2 and
inorganic ions like Ca2+ and Fe2+ on the detection of PNP was
studied, which showed almost no interference with the current
response (Fig. 4D). Hence, it is suggested that Zn@ZrO2/NG-
GCE has remarkable anti-interference and selectivity for the
detection of PNP. To determine the electrochemical capability
of Zn@ZrO2/NG-GCE, a study was carried out to examine its
stability and reproducibility. Fig. 4E exhibits the stability of the
reduction current for PNP detection for 14 consecutive days.
The low RSD for PNP (3.01%) demonstrates that Zn@ZrO2/NG
is more stable. We examined the reproducibility of PNP
detection under ideal conditions and compared it with five
modified electrodes using the same method (Fig. 4F). The peak
current response to PNP can be well repeated, indicating that
Zn@ZrO2/NG shows excellent reproducibility.

3.3.3. Real-sample analysis. Finally, the practicability of
Zn@ZrO2/NG-GCE was investigated by the standard addition
method to determine PNP in real water samples. The water
samples were filtered before the experiment to remove any
suspended contaminants. Different concentrations of PNP were

introduced to these water samples to allow further study. The
concentration of PNP in the above water samples was deter-
mined by the DPV method and a linear regression equation
between current and concentration (Fig. S3A and B, ESI†). The
average recoveries of PNP ranged from 98% to 99.3%, and the
RSD ranged from 1.04% to 1.56% (Table 1), indicating a high
level of accuracy and feasibility in determining the presence of
PNP in real water samples with fabricated Zn@ZrO2/NG-GCE.

3.4. Electrochemical behavior of ONP on Zn@ZrO2/NG

CV was used to investigate the electrochemical activity of
Zn@ZrO2/NG-GCE towards o-nitrophenol. Fig. 5A shows the
CV curves of bare GCE, Zn@ZrO2-GCE and Zn@ZrO2/NG-GCE
with and without the addition of 100 mM of ONP in PBS

Table 1 Determination of the concentrations of PNP and ONP in tap and
river water with the ZnZrO2/NG-GCE sensor

Analytes Sample
Spiked amount
(mM)

Found amount
(mM)

Recovery
(%)

RSD
(%)

PNP Tap
water

5 4.93 98.6 1.21
10 9.8 98 1.56
15 14.9 99.3 1.40

River
water

5 4.91 98.2 1.42
10 9.86 98.6 1.51
15 14.83 98.8 1.04

ONP Tap
water

5 4.95 99 1.74
10 9.83 98.3 1.14
15 14.85 99 1.51

River
water

5 4.94 98.8 1.72
10 9.87 98.7 1.54
15 14.93 99.5 1.02

Fig. 4 (A) CVs of bare GCE, Zn@ZrO2-GCE and Zn@ZrO2/NG-GCE in a solution containing 100 mM of PNP at a scan rate of 50 mV s�1. (B) CVs of various
scan rates (10–100 mV s�1). (C) DPV spectrum for Zn@ZrO2/NG-GCE at various concentrations of PNP (1–500 mM). (D) Interference analysis. (E) Stability
study recorded up to 14 days with 100 mM of PNP. (F) Reproducibility analysis.
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solution. Either with or without ONP, there is no particular
current response on the bare GCE. In addition, the redox peak
current increased gradually on Zn@ZrO2-GCE and Zn@ZrO2/
NG-GCE, indicating enhanced electrochemical detection of
ONP. The redox peak potential of ONP on Zn@ZrO2/NG-GCE
exhibits a high current response at �0.58 V compared to bare
GCE and Zn@ZrO2-GCE due to the enhanced electrocatalytic
action, high surface area and excellent conductivity of
the Zn@ZrO2/NG-GC electrode. Fig. 5B shows CV plots of
Zn@ZrO2/NG-GCE obtained at various scan rates from 10 to
100 mV s�1 with 100 mM of ONP in PBS solution. The peak
current linearly increased with increasing scan rate. The inset
to Fig. 5B illustrates the correlation plot between Ipc and the
square root of scan rate, indicating that the observed process is
diffusion controlled with linear regression equations, Ipa =
0.4675x � 0.654 (R2 = 0.99352) and Ipc = �0.8188x � 0.417
(R2 = 0.99195). A possible mechanism for the reaction of the
fabricated Zn@ZrO2/NG-GCE is exhibited in Scheme 1.

3.4.1. Differential pulse voltammetry (DPV) analysis. The
electrochemical performance of the Zn@ZrO2/NG-GC(3 : 5) elec-
trode was investigated by DPV in PBS solution containing
various concentrations of ONP (1–500 mM). The reduction peak
current increased linearly with increasing ONP concentration at
�0.58 V (Fig. 5C). The fabricated Zn@ZrO2/NG-GC electrode
displayed a significant level of linearity in the relationship
between the current response and the concentration of ONP
with linear regression equation, Ipc = �0.0353x � 3.456 with
correlation R2 = 0.99782 (inset to Fig. 5C). The LOD of the
fabricated Zn@ZrO2/NG-GC electrode is 1.03 mM and the sensi-
tivity is 3.385 mA mM�1 cm�2. The linearity, sensitivity and LOD

of the fabricated Zn@ZrO2/NG-GCE in the detection of ONP
were compared with earlier reports, as shown in Table S3
(ESI†). The obtained results demonstrate that the developed
Zn@ZrO2/NG-GCE sensor exhibits significant potential for the
detection of ONP.

3.4.2. Selectivity, reproducibility, repeatability and stability.
The selectivity of the fabricated electrode was examined with
commonly used interference substances, such as NB, 2-NT, 4-NT,
2,4-DNT, aniline, 3-NA, PAP, UA, BPA, AS, Glu, H2O2, Ca

2+ and Fe2+,
in PBS solution, which have minimal impact on the current
response (Fig. 5D). Therefore, it is suggested that the Zn@ZrO2/
NG-GC electrode exhibits notable selectivity in the detection of
ONP. Fig. 5D gives the results that the Zn@ZrO2/NG-GC sensor
shows satisfactory selectivity in the interference experiment and
the relative standard deviation (RSD) is less than �3.12%. The
addition of p-nitrophenol has a slight influence on the detection of
o-nitrophenol, which can be recognized in the reduction potentials
of o-nitrophenol and 4-NP being different as well as the Zn@ZrO2/
NG-sensor possessing excellent selectivity.

A study was carried out to assess the reproducibility and
stability of the fabricated electrode to establish its electroche-
mical capabilities. Fig. 5E presents the stability curve display-
ing the reducing current for ONP detection over a period of
14 days. The related standard deviation of ONP (2.10%)
indicates that the Zn@ZrO2/NG electrode exhibited a higher
level of stability. The reproducibility of ONP detection was
further assessed for the five fabricated Zn@ZrO2/NG-GC elec-
trodes using the same method (Fig. 5F). ONP detection exhibits
a very repeatable peak current response, suggesting that the
Zn@ZrO2/NG material possesses outstanding reproducibility.

Fig. 5 (A) CVs of bare GCE, Zn@ZrO2-GCE and Zn@ZrO2/NG-GCE in a solution containing 100 mM of ONP at a scan rate of 50 mV s�1. (B) CVs of various
scan rates (10–100 mV s�1). (C) DPV spectrum for Zn@ZrO2/NG-GCE at various concentrations of ONP (1–500 mM). (D) Interference analysis. (E) Stability
study recorded up to 14 days with 100 mM of ONP. (F) Reproducibility analysis.
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3.4.3. Real sample analysis. The practicability of the fabri-
cated Zn@ZrO2/NG-GCE sensor was assessed by the standard
addition method to quantify ONP in real water samples.
Various concentrations of ONP in water samples were evaluated
using the DPV method (Fig. S4A and B, ESI†). The average
recoveries of the sensor in detecting ONP in real water samples
ranged from 98.7% to 99.5% with a RSD of 1.02% to 1.74%, as
shown in Table 1. The results suggest that the developed
Zn@ZrO2/NG-GCE sensor exhibits the possibility of precise,
selective and highly sensitive detection of ONP in water
samples.

3.4.4. Analysis of sensor surface morphology by HR-TEM.
The stability of Zn@ZrO2/NG-GCE was confirmed by analyzing
the surface of Zn@ZrO2/NG-GCE using HR-TEM at room tem-
perature. HR-TEM was recorded before and after the detection
of PNP and ONP using CV, as shown in Fig. 6. The images show
similar spherical morphology of Zn@ZrO2/NG-GCE before and
after the electrochemical reaction, which proves the stability of
the electrode. Moreover, the electrochemical reaction of PNP
and ONP did not affect the surface morphology of Zn@ZrO2/
NG-GCE.

4. Conclusion

In summary, the sensing ability of a naringin–metal/metal
oxide complex has been investigated for the first time.
A Zn@ZrO2/NG nanocomposite was synthesized via a simple
and cost-effective method. The effectiveness of the fabricated
composite was assessed in terms of its electrochemical sensing
capability for PNP and ONP. The Zn@ZrO2/NG nanocomposite
modified GCE possesses smaller interface electron transfer
resistance and electrons are more easily transferred by the
surface of the Zn@ZrO2/NG nanocomposite modified GCE than
by the bare electrode. Based on the observed results, it was
found that the Zn@ZrO2/NG fabricated GCE showed excep-
tional efficacy in the electrochemical detection of PNP and
ONP with an LOD for PNP of 1.14 mM and for ONP of 1.03 mM.
The fabricated sensor exhibits excellent selectivity and stability
when used for the estimation of PNP and ONP in real water
samples. Hence, new sensing platforms which consist of
Zn@ZrO2/NG nanocomposites produced from MOFs exhibit
promising potential for the detection of various analysts
present in the environment.
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ABSTRACT: Herein, we report an electrochemical sensor for the
detection of ractopamine (RA) and hydrogen peroxide (H2O2),
based on a silver (Ag)-functionalized Fe2O3-modified glassy carbon
electrode (AFO-GCE). This environment friendly nanosensor is
synthesized by a simple and cost-effective ultrasonic technique and
characterized by FT-IR, P-XRD, XPS, EIS, HR-SEM and HR-
TEM. The obtained results suggest that the average size of the
nanoparticles is between 14 and 22 nm. EIS is also performed to
prove the fabricated electrode has faster electron transfer and
permits a diffusion-controlled process. The fabricated sensor
exhibits superior electrocatalytic activity in RA detection with
good linearity of 1.0 nM−5.847 μM, sensitivity of 2.28 μA mM−1

cm−2, limit of detection (LOD) of 1.35 nM and H2O2 detection
with high linearity from 10 μM to 6.85 mM, sensitivity of 27.2 μA mM−1 cm−2, and LOD of 1.98 μM with respectable selectivity,
excellent reproducibility, and long-term stability. Further, the sensor is effectively employed for the detection of RA in chicken and
pork samples and detection of H2O2 in milk samples with an extensive recovery range of 95−98%.
KEYWORDS: AgFe2O3, nanomaterial, ractopamine, hydrogen peroxide, sensor

1. INTRODUCTION
Ractopamine (RA) is a β-adrenergic receptor agonist derived
from phenylethylamine.1 It plays a significant role in the
treatment of respiratory illnesses such as lung diseases and
asthma.1 However, it is unethically utilized in animal feed to
promote the development of muscle tissues and reduce the
accumulation of body fat via a direct effect on adipose tissues.2

Due to their disrupted metabolism, the drug residues can enter
the human body through the food chain and can cause
significant health issues in humans, including heart palpita-
tions, muscle tremors, uneasiness, chills, and vomiting.3 As per
the Codex Alimentarius Commission, the maximum residual
limits (MRLs) of RA in beef and pork are 0.01 mg/kg in meat,
0.04 mg/kg in the liver, and 0.09 mg/kg in the kidney.4,5 The
FAO/WHO Joint Expert Committee on Food Additives
(JECFA) has proposed setting the MRL of RA for cattle and
pork to 5 mg/kg.1,6 However, in China, the EU, and Russia,
RA is not permitted for use in livestock and poultry farming,
and importing any products containing RA is outright
forbidden. In recent years, monitoring of RA residue in
animal-derived foods (such as pork, beef, and lamb) has
attracted great attention from government regulators and the
food industry.7

Hydrogen peroxide (H2O2) is an important chemical
reagent in the food industry, biomedical field, environmental

remediation, and industrial equipment. Additionally, it serves
as a mild antiseptic for cleaning and bleaching purposes.8,9

H2O2 is harmful to living and nonliving things in three main
ways: it corrodes things, makes oxygen gas, and peroxidizes
fats. Concentrated H2O2 is acidic, and its exposure may
damage nearby tissues. It is also possible for large amounts of
oxygen to be produced when highly concentrated H2O2
(>35%) is used.11 Moreover, it has considerable consequences
for biological reactions involving enzymes, which have the
potential to produce serious illnesses such as cardiovascular
diseases, cancer, and Alzheimer’s disease.10 The consumption
of H2O2 is restricted. The U.S. Food and Drug Administration
(USFDA) has approved a permissible limit of <0.5 ppm of
H2O2 in packaged drinking water.11

Therefore, creating an effective, reliable, and sensitive sensor
for the detection of RA and H2O2 is necessary for various
processes as well as for human health. Standard titrimetry,12
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spectrophotometry,13 chemiluminescence,14 and high-perform-
ance liquid chromatography (HPLC) are some of the sensing
technologies that have been reported. Even though these
technologies have numerous advantages, complex sample
preparation, extensive pretreatment time, high cost, complex
process of the instrument, and other shortcomings limit their
wide application. Among them, electrochemical ap-
proaches1,15,16 have received the most attention due to their
user-friendliness, low costs, quickness, and excellent sensitivity,
which make the sensing of RA and H2O2 by electrochemical
methods more competitive.17 For instance, Balram et al. have
developed a zinc ferrite-decorated three-dimensional graphene
system that can sensitively and rapidly detect RA.18 Recently,
Zhang et al. have prepared silver-anchored 3DG electro-
chemical sensors for RA detection with a low detection limit of
0.12 μM.19 Similarly, various research groups reported the
detection of H2O2 based on an electrochemical approach. For
example, Kannan et al. synthesized a functionalized Co3O4
nanocomposite for electrochemical detection of H2O2 with a
low detection limit of 0.28 μM.20 Furthermore, the synthesis of
Mn@FeNi−S/graphene oxide nanocomposite is considered a
highly valuable and effective electrocatalyst for the non-
enzymatic electrochemical detection of H2O2.

21

On the other hand, metal nanoparticles (NPs) are
considered “star products” in chemically modified electrodes
due to their several outstanding properties.22 In particular,

magnetic NPs are being extensively used in biological
applications like MRI, drug loading and delivery, and
sensors.23−25 Among them, Fe2O3 nanomaterials are exten-
sively fabricated in sensor applications due to their unique
properties, like ease of preparation, tiny size, excellent
biocompatibility, high specific surface area, nontoxicity, good
conductivity, and magnetic properties.26 Nanocomposites
based on Fe2O3 have also shown promise for use in
supercapacitors, electrochemical sensors, solar cells, trans-
ducers, and Li-ion storage devices. Nowadays, Fe2O3 is used as
a suitable nanomaterial for an effective electrocatalyst for
nonenzymatic electrochemical sensors. Liu et al. have reported
the one-pot synthesis of porphyrin-functionalized γ-Fe2O3 NPs
for the detection of glucose and H2O2.

27 Additionally, silver
nanoparticles (Ag NPs) stand out enough to be noticed
because of their antimicrobial, electrocatalytic, optical,
synthetic, natural properties, etc.28−30 Ag NPs-oxidized green
rust nanohybrids for a novel and effective nonenzymatic H2O2
electrochemical sensor have been reported by Njima and
Legrand.31

Numerous studies have shown that the most effective
nanomaterials can be produced by modifying the size and
morphology of NPs or by integrating them with carbon or
polymers,32,33 organic molecules,34−36 and other metals and
metal oxides.37,38 Similarly, the detection ability was enhanced
by changing the electronic configuration of the elements

Scheme 1. Schematic Diagram for Electrochemical Detection of RA and H2O2
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(Fe2O3 NPs), such as the oxidation state of Fe and O2.
Consequently, our research focuses primarily on the ability of
Fe2O3 NPs in this regard, which gives the premise for the
electrochemical sensing of RA and H2O2.

Based on the above observation, nanosphere-based Fe2O3
nanocatalysts enhance the electrocatalytic performance toward
RA and H2O2 detection. To the best of our knowledge, the
electrochemical detection application of a Ag-functionalized
Fe2O3 nanocomposite (AFO) has not been reported yet.
Therefore, we have reported a facile one-pot synthesis of AFO
using an ultra-sonochemical process, as the nanomaterials
acquired by ultra-sonication revealed a higher specific surface
area and pore volume. Finally, the applicability of the
fabricated method was evaluated using different real samples,
such as pork and chicken liver (RA) and milk (H2O2).

2. EXPERIMENTAL SECTION
2.1. Materials. Ferrous sulfate heptahydrate (FeSO4·7H2O), silver

nitrate (AgNO3), ammonia solution (NH3OH), urea (NH2CONH2),
RA, H2O2, potassium chloride (KCl), ascorbic acid (AA), sodium
hydroxide (NaOH), dopamine (DA), and uric acid (UA) were
purchased from Sigma-Aldrich, India. The sulfonated tetrafluoro-
ethylene polymer support is known as Nafion. It is used for electrode
fabrication, for enhancing the affinity, and aids for good adhesion
between the electrode surface and fabricated nanomaterials. All
chemicals were of analytical grade (≥95% pure) and used without
further purification. A detailed discussion of the methods and
characterization techniques is provided in the Supporting Informa-
tion.
2.2. One-Pot Synthesis of AFO NPs. In a typical procedure, 0.5

M of FeSO4·7H2O and 0.01 M of AgNO3 were dissolved in 50 mL of
demineralized water to form a homogeneous solution at ambient
temperature. After that, NH4OH was gradually added to the reaction
mixture until the pH reached 9.5 with continuous stirring.
Subsequently, the mixture was subjected to sonication using the
Elmasonic EASY 60H model ultrasonicator at a frequency of 37 kHz
and a power output of 150 W for a duration of 60 min to obtain a
stable dispersion of the AFO composite, which was then filtered and
washed with an ethanol and water mixture 6−7 times. The brown-
colored AFO NPs were finally dried in a hot air oven at 80 °C for 12 h
and annealed at 500 °C for 4 h. We used the same procedure to
synthesize different concentrations (0.3 and 0.05 M) of AFO NPs.
2.3. Fabrication of the AFO-Modified Glassy Carbon

Electrode. The glassy carbon electrode (GCE) was refined with
alumina (0.5 μM) powder. Subsequently, the electrode was

thoroughly cleaned by subjecting it to sonication with a 1:1 mixture
of ethanol and deionized water. The cleaned electrode was dried in a
hot air oven for 10 min. Then, 10 μL of 10% Nafion and 0.5 mg of
AFO NPs were added into 500 μL of EtOH, and the total mixture was
dispersed under ultrasonic conditions for 30 min. Then, 5 μL of
dispersed AFO slurry was coated on top of the GCE and dried
normally. Finally, the fabricated AFO-modified GCE (AFO-GCE)
was used to detect RA and H2O2.
2.4. Sample Preparation. The real samples were prepared by

slight modification of a previously described method.39 First, pork and
chicken livers were selected as real samples and crushed individually.
Spiked samples were prepared by injecting a known concentration of
RA into the pork and chicken liver samples; the stock solution is
prepared without addition of RA. In the second step, 4 mL (0.1 M) of
HClO4 was added to 2.0 g of crushed real samples, and the mixture
was ultrasonicated for 30 min. The mixture was then heated in water
at 80−90 °C for 45 min. The supernatant was collected by
centrifuging the mixture at 7000 rpm for 20 min. The pH of the
collected supernatant was adjusted to 10 using 10% Na2CO3. NaCl
(1.5 g) was also added. The solution was extracted with 5 mL of
isopropanol−ethyl acetate (v/v = 2:3), and RA was back-extracted
into the HCl solution and repeated several times. Finally, the solution
was diluted to 10 mL with NaOH (pH 12).

3. RESULTS AND DISCUSSION
3.1. Characterization of AFO NPs. 3.1.1. XRD and FT-IR

Spectral Analyses. The AFO nanocomposite was synthesized
by a simple one-pot synthesis process by using an ultrasonic
method without the addition of a reducing agent (Scheme 1).
The synthesized AFO NPs’ were characterized using FT-IR,
XRD, HR-SEM, HR-TEM, EIS, and XPS. At the first stage,
XRD and FT-IR spectra were recorded, which confirmed the
crystalline nature, phase formation, and functional groups of
AFO NPs.

The functional groups of different concentrations of AFO
NPs were characterized by FT-IR spectroscopy in the
wavelength range of 400 to 4000 cm−1, as shown in Figure
S1. The broad absorption band at 3429.54 cm−1 is attributed
to the OH stretching vibration band. The band absorbed at
468.12 cm−1 corresponds to the Fe2O3 band,40 and a stretching
vibration band of Ag−O is found at 552.66 cm−1.

The XRD patterns of Ag NPs (A), Fe2O3 NPs (B), 0.01 M
Ag-doped Fe2O3 NPs (C), 0.03 M Ag-doped Fe2O3 NPs (D),
and 0.05 M Ag-doped Fe2O3 NPs (E) are shown in Figure 1A.

Figure 1. (A) Powder XRD pattern of AFO NPs with different concentrations of Ag. (B) EIS spectra of bare GCE and AFO NPs with different
concentrations of Ag.
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The peaks situated at 24.11, 33.14, 35.57, 39.65, 40.80, 49.33,
54.05, 57.49, 62.33, 63.86, and 77.24 correspond to (012),
(104), (110), (006), (113), (024), (116), (122), (214), (300),
and (306), respectively. The presence of highly intense sharp
diffraction peaks at 33.14, 35.57, 49.33, and 54.05 indexed to
(104), (110), (024), and (116) reflections, respectively,
elucidated the good crystalline nature of AFO nanomaterials
with a perfectly matched rhombohedral crustal system and
R3̅space group of Fe2O3 (JCPDS. No. 24-0072).41 The
additional peaks involved at 37.99 and 44.10 clearly show
the presence of Ag in the synthesized AFO nanomaterials. The
XRD patterns of the silver system demonstrated an increase in
the intensity of the diffraction peaks of silver with increasing
silver concentration. This is related to the increase in the size
of the AFO nanomaterials (14, 17, and 22 nm), as observed in
the patterns.

3.1.2. EIS Analysis. EIS is a useful analytical tool for
measuring the electrochemical surface area and electron
conduction behavior of the interface between fabricated
electrodes and the electrolyte. EIS and CV curves were used
to evaluate the impedance alterations and interface character-
istics of the bare and modified AFO-GC electrodes. EIS was
carried out using [Fe(CN)6]3−/4− as the redox probe and over
the frequency range of 0.01 to 120.000 Hz for GCE (A), 0.01
M Ag-doped Fe2O3-GCE (B), 0.03 M Ag-doped Fe2O3-GCE

(C), and 0.05 M Ag-doped Fe2O3-GCE (D), depicted in
Figure 1B. The impedance spectra show two regions: one is
semicircular and the other is a linear region. The semicircular
region indicates the charge-transfer resistance (Rct) in the
higher-frequency region, whereas the lower-frequency region
represented by the linear part indicates the diffusion-limited
process.42,43

The electroactive surface area of the AFO-GCE (0.03 M)
was characterized by CV at varying scan rates from 10 to 100
mV s−1. Thus, the electroactive surface area of the AFO-GCE
(0.03 M) was calculated by the Randles-Sevcik equation (eq
1).

= ×I An C nD2.69 10Pa
5 3/2

o
1/2 1/2 (1)

Here, Ipa is the peak current, A is the effective surface area, n
is the number of electrons transferred for Fe(CN)63−/4− (n =
1), C is the concentration of Fe(CN)63−/4, D is the diffusion
coefficient of Fe(CN)63−/4− (7.7 × 10−6 cm2/s), and φ is the
scan rate (V s−1). As a result, the active surface areas of bare
GCE and AFO-GCE (0.03 M) were 0.0751 and 0.52 cm2,
respectively.

The charge-transfer resistance (Rct) of the bare GCE and
AFO-modified GCE of different concentrations�AFO-GCE
(0.01 M), AFO-GCE (0.03 M) and AFO-GCE (0.05 M)�was
42.01, 32.88, 31.97, and 34.09 Ω, respectively. From the

Figure 2. XPS spectrum of AFO NPs. (A) Survey spectrum, (B) Ag 3d, (C) Fe 2p, and (D) O 1s.
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obtained results, the AFO-GCE (0.03 M) had excellent
conductivity and better electrocatalytic activity than the
other electrodes. Further, the heterogeneous electron-transfer
rate constant (ket) was calculated from eq 2.43

=k RT F R AC/( )et
2

ct (2)

Here, R is the universal gas constant (R = 8.314 J K−1

mol−1), F is Faraday’s constant (F = 96,485 C mol−1), Rct is the
charge-transfer resistance (Ω), A is the surface area of the
electrode (cm2), and C is the concentration of the [Fe-
(CN)6]3−/4− solution (mol cm−3). The measured ket values of
the bare GCE and AFO-GCE (0.03 M) were 1.18 × 10−4 and
3.09 × 10−4 cm s−1, respectively.

In addition, the electrocatalytic activity of the fabricated
electrode can be calculated from the standard change in the
current density (Io) by eq 3.44

=I RT nFR/o ct (3)

The fabricated electrode, AFO-GCE (0.03 M), shows a
higher standard change current density (Io = 0.803 μA cm−2)
than the bare GCE (Io = 0.611 μA cm−2), which indicates that
AFO-GCE (0.03 M) has good electrocatalytic activity.

3.1.3. XPS Analysis. The elemental composition and metal
oxidation states of the fabricated AFO NPs were thoroughly
studied by XPS. The XPS survey spectrum of the AFO (0.03
M of Ag) NPs is shown in Figure 2A in the range of 0−1300
eV. The XPS spectrum of the Ag 3d core-level photoelectron
area is shown in Figure 2B; the peaks located at 369.1 and
375.1 eV are attributed to Ag 3d5/2 and Ag 3d3/2, respectively,
whose binding energies are generally described for the metallic
Ag0 state.

Figure 2C shows the deconvoluted XPS spectrum of Fe, The
presence of two peaks linked to Fe 2p3/2 and Fe 2p1/2 in the
range of 712.1 and 726.3 eV, respectively, indicates the 3+
oxidation state of Fe in AFO NPs. Figure 2D exhibits two
distinct peaks at 530.8 and 533.1 eV, which emerge from
deconvolution of the XPS spectrum of O 1s. The presence of a
metal−oxygen bond in the AFO NPs was revealed by the
appearance of a new peak at 531.2 eV, which was attributed to
lattice oxygen. The undercoordinated lattice oxygen, hydroxyl
group-chemisorbed oxygen, or defect oxide is shown to be
strongly linked to the peak at 533.1 eV. The above XPS result
confirmed the formation of AFO NPs.

3.1.4. HR-SEM and HR-TEM Analyses. The HR-SEM
analysis confirmed the appearance of spherical-shaped particles
that were evenly distributed and displayed the same
aggregation (Figure 3A,B). EDX analysis was also used to
determine the elemental composition of the AFO NPs (Figure
3C). The obtained results confirmed the presence of Ag
(28.14%), Fe (40.79%), and O (31.07%), and the EDX
elemental mapping analysis of AFO NPs is shown in Figure S2.

HR-TEM was used to reconfirm the morphology and size of
the AFO NPs (Figure 3D). The image clearly shows that most
of the particles have spherical and irregular shapes. The shapes
of all the different concentration AFO NPs were spherical and
aggregated and were nearly dispersed, as shown in Figure S3.
The average particle sizes of the AFO NPs were found to be
14, 17, and 22 nm. This clearly suggests that with increasing
concentrations of Ag�0.01, 0.03, and 0.05 mM�with Fe2O3
nanomaterials, the particle size increased. The selected area
electron diffraction (SAED) pattern reveals that the
diffractions were indexed to D = 3.3, 2.4, 1.6, 1.3, 1.0, and

Figure 3. (A,B) HR-SEM images, (C) EDX elemental analysis, (D) HR-TEM image, (E) SAED pattern, and (F) IFFT image of AFO NPs.
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0.9 corresponding to (012), (110), (116), (208), (226), and
(410) diffraction planes, respectively, of the rhombohedral
crustal system of AFO NPs, which are in good agreement with
the XRD patterns, as shown in (Figure 3E). The inverse fast
Fourier transform (IFFT) image (Figure 3F) of AFO revealed
a lattice fringe spacing distance D = 0.34 nm, which
corresponds to the (012) plane of the AFO NPs. The SAED
pattern and IFFT interplanar D-spacing perfectly matched the
JCPDS No: 24-0072.
3.2. Electrochemical Sensing of RA by AFO NPs.

3.2.1. CV Analysis. CV was used to analyze the electrochemical
oxidation of RA on various modified AFO electrodes in 0.1 M
NaOH. The electrolyte solutions consisted of three types: (a)
0.1 M acetate buffer solutions with pH values of 3.0, 4.0, and
5.0; (b) 0.1 M phosphate buffer solutions with pH values of
6.0, 7.0, 7.5, and 8.0; and (c) 0.1 M NaOH with acetic acid
solutions with pH values of 10, 11, 12, 13, and 14. Figure S5
illustrates the effect of pH on the oxidation peak current of RA.
The oxidation peak current of RA progressively increased as
the pH increased from 3.0 12.0. Nevertheless, the oxidation
peak current of RA declined when the pH exceeded 12. To
achieve optimal sensitivity, a NaOH solution at pH 12 was
chosen for the detection of RA. The CV curves of the bare
GCE, Ag-GCE, Fe2O3-GCE, and AFO-GCE with the addition
of 1.0 μM RA in 0.1 M N2-saturated NaOH at a scan rate of 50
mV/s are depicted in Figure 4A.

In Figure 4A, the bare GCE did not show any oxidation
peak, even at a high potential. Likewise, the Ag-GCE does not
show any major differences compared to the Fe2O3-GCE when
it comes to the weak oxidation of RA, and the only difference is
the slightly increased anodic peak current. However, in
contrast to the measurements taken with the AFO-GCE, the

response of the AFO-GCE is highly enhanced in the presence
and absence of RA, as shown in Figure 4A.

Therefore, the AFO-GCE may have generated excellent
electrochemical oxidation of RA. Figure S6A shows the CV
plot of various molar concentrations of RA (1 to 10 μM) for
further analysis of electrochemical oxidation using an AFO-
GCE. It was observed that the current response linearly
increased with increasing concentrations of RA. Besides, RA is
electrochemically oxidized, and the oxidation mechanism of
RA is shown in Scheme 2.45

In addition, to investigate the kinetics for oxidation of RA,
CV was performed at different scan rates between 10 and 100
mV/s in the potential range from 0 to 0.75 V in 1.0 μM RA
(Figure 4B). As a result, the anodic peak current increased
linearly with increasing scan rate, and Ep shifted toward a
higher positive value along with an increase in the oxidation
current. This observation suggests irreversible electron-transfer
kinetics for RA oxidation at the AFO-GCE surface.46 The
linear regression equation for the relationship between current
and square root of the scan rate is I(μA) = 1.544x + 6.172 (R2

= 0.99426). The remarkable electrical conductivity capabilities
of the AFO NPs illuminate its enormous opportunity in future
sensing applications.

3.2.2. Chronoamperometry Analysis. Chronoamperometry
(CA) was used to evaluate the sensitivity of the newly
fabricated AFO-GCE for the detection of RA. Figure S6B
shows the CA plot of different potentials 0.6, 0.65, 0.7, and
0.75 V by the addition of 0.5 in 1 μM RA at every 50 s
intervals. As a result, the potential range of 0.65 V reveals a
high response to the electrochemical oxidation of RA.
Therefore, 0.65 V was chosen for the amperometric studies.
The CA i−t curves were obtained by gradually increasing the

Figure 4. (A) CV plot of different electrodes with and without 1 μM RA in the electrolyte at 50 mV/s. (B) CV plot of different scan rates of 10−
100 mV/s (inset: correlation plot of current vs square root of scan rate). (C) Amperometric i−t curve for increasing concentrations of RA (inset:
fast response curve). (D) Calibration plot of current vs concentration of RA. (E) Anti-interference study recorded with AA, DA, UA, and KCl. (F)
Practicability study in chicken and pork samples.
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added RA concentration (1 nM−5.847 μM) for every 50 s in
the electrolyte solution at 0.65 V with continuous stirring
(Figure 4C). As a result, with the increase of added RA
concentration, owing to an increase in the oxidation current,
the steady-state current value was reached within 5 s,
indicating the effective sensing ability of the AFO-GCE.
Furthermore, the calibration plot illustrates the linearity of
oxidation current response vs concentration of RA between 1.0
nM and 5.847 μM, as displayed in Figure 4D. The linear
current response is described as I (μA) = 1.6441x + 0.444, with
a correlation coefficient R2 = 0.9907. The sensitivity of the
AFO-GCE was determined as 2.28 μA mM−1 cm−2 from the
calibration plot (slope/active surface area), and the limit of
detection (LOD) is 1.35 nM, which is calculated from the
equation LOD = 3 Sb/S (where Sb = standard deviation of
current response and S = sensitivity).47 This is considerably
less than that of the majority of the other relevant sensors
listed in Table S1.

3.2.3. Selectivity, Stability, Reproducibility, and Repeat-
ability of the Sensor. The selectivity of the fabricated AFO-
GCE was evaluated using a variety of interferences, such as AA,
DA, UA, and KCl in 0.1 M NaOH solution with continuous
stirring. However, the AFO-GCE responds extremely weakly to
the addition of 0.1 mM UA, AA, DA, and KCl (Figure 4E).
These results demonstrate that these interferences had no
noticeable effect on the amperometric curve for the AFO-
GCE; therefore, the fabricated electrode exhibited good
selectivity for the detection of RA.

The reproducibility of the five freshly prepared AFO-GCEs
was analyzed for RA detection using the amperometric
response (Figure S6C). The current responses of the five
electrodes exhibited a relative standard deviation (RSD) of
2.39%. These results suggest that the AFO-GCE has good
reproducibility. The stability of the fabricated AFO-GCE was
analyzed by CV plot for the 1st and 10th days with 1.0 μM RA
in 0.1 M NaOH at 50 mV/s (Figure S6D). Distinctly, the 1st
and 10th days’ current responses were almost 95% identical.

The obtained results indicated that the fabricated AFO-GCE
exhibited good reproducibility and high stability.

3.2.4. Real-Sample Analysis. The practicability of the
fabricated AFO-GCE was determined by recording the
amperometric response at three different spiked concentrations
of RA (1.0, 2.0, and 3.0 μM) in a 0.1 M NaOH solution
containing chicken and pork sausages (Figure 4F). Hence, the
three spiked concentrations of the RA recovery values were
calculated and are listed in Table 1. The fabricated AFO-GCE

sensor exhibited an extraordinary recovery range from 95 to
97.5% with RSD = 1.59 to 1.84% and from 97 to 98% with
RSD = 1.64 to 1.72% for the detection of RA in chicken and
pork sausages.
3.3. Electrochemical Sensing of H2O2 by AFO NPs.

3.3.1. CV Analysis. Metal oxide NPs, particularly Ag and
Fe2O3, exhibit excellent electrocatalytic activity for the
reduction of H2O2. Therefore, it would be interesting to
investigate the electrocatalytic activity of AFO NPs for H2O2
reduction. Figure 5A shows the CV plots of bare GCE, Ag-
GCE, Fe2O3-GCE, and AFO-GCE in electrolyte solution with
and without 1 mM H2O2 at 50 mV/s. Distinctly, the fabricated
AFO-GCE displays decent electrocatalytic ability toward
reduction of H2O2 and a noticeable peak at about −0.45 V,
while no performance is observed at the bare GCE and a slight
performance at Ag-GCE and Fe2O3-GCE.

In addition, the CV curve of the AFO-GCE was recorded
with 1.0 mM H2O2 at different scan rates of 10−50 mV/s in
0.1 M NaOH. The cathodic peak current increased linearly
with increasing scan rates (10 to 50 mV/s), as shown in Figure
5B. The linear regression equation I (A) = −1.7577x − 5.4655
(R2 = 0.99532) showed a satisfactory linear response with the
cathodic peak current and square root of the scan rate (Figure
5B inset). Figure S7A shows the CV plot of the fabricated
AFO-GCE at various concentrations of H2O2 (0.1−1.0 mM)
at 50 mV/s. The cathodic current response increased linearly
with increasing H2O2 concentration. The AFO-GCE exhibited
a slight increase in the cathodic current and a decrease in the
oxidation current in the opposite electrochemical reaction,
demonstrating that the Fe3+/Fe2+ redox method can promote
the reduction of H2O2 at negative potentials.31

++ +Fe e Fe3 2 (4)

The reaction between Fe2+ and H2O2 is given below

+ ++ +H O Fe 2Fe 2OH2 2
2 3 (5)

Similarly, H2O2 reduction using the Ag electrode is given
below48

+ +H O e OH OH2 2 ads (6)

+OH e OHads (7)

Scheme 2. Oxidation Mechanism of RA Based on AFO-GCE

Table 1. RA Detection in Chicken and Pork Samples

samples
spiked RA

(μM)
detection of RA

(μM)
recovery

(%)
RSD (n = 3)

(%)

chicken 1.0 0.95 95 1.61
2.0 1.92 96 1.84
3.0 2.93 97.5 1.59

pork 1.0 0.97 97 1.64
2.0 1.95 97.5 1.68
3.0 2.96 98 1.72
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The overall reduction reaction of H2O2 in NaOH solution is
as follows

+H O 2e 2OH2 2 (8)

3.3.2. CA Analysis. Amperometric (i−t) measurements were
used to evaluate the electrocatalytic activity of fabricated AFO-
GCE for H2O2 reduction. Figure S7B shows the CA plot of
different potentials −0.4, −0.45, and −0.5 V with the addition
of 0.5 and 1 mM concentrations of H2O2 in the electrolyte
solution with continuous stirring. Thus, the potential range of
−0.45 V illustrates the great response to the electrochemical
reduction of H2O2. Therefore, −0.45 V was selected for the
following measurements. The amperometric i−t curve of H2O2
reduction at the fabricated AFO-GCE was studied by
consecutive addition of H2O2 (1 μM to 5.848 mM) in 30
mL of 0.1 M NaOH in the potential range of −0.45 V with
continuous stirring (Figure 5C). As a result, every addition of
H2O2 led to an increase in the current response, and the
steady-state value was reached within 5 s, indicating the
effective sensing activity of the AFO-GCE. Figure 5D shows
the calibration graph of the reduction current vs H2O2
concentration. It can be assumed that the AFO-GCE shows
a linear range from 1 μM to 5.848 mM, which is described as I
(μA) = −27.6904 × −26.870 with a correlation coefficient R2

= 0.99135 and a sensitivity S = 27.2 μA cm−2 mM−1. The LOD
was calculated to be 1.08 μM. This is considerably less than
that of the majority of the other relevant sensors listed in Table
S2.

3.3.3. Selectivity, Stability, Reproducibility, and Repeat-
ability of the Sensor. To determine the selectivity of the AFO-
GCE toward H2O2 detection, several electrocatalytic interfer-
ences, such as UA, AA, DA, and KCl, were used in the CA
technique. The CA measurement was performed by the

addition of 1.0 mM H2O2, 0.1 mM AA, DA, UA, and KCl, and
the addition of 1 mM H2O2. Figure 5E shows that before and
after adding interference, the addition of 1 mM H2O2
generated a significant current response at almost the same
level. As a result, the interference had no noticeable effect on
the CA current response of the AFO-GCE with good
selectivity toward H2O2 detection. The reproducibility of five
fabricated AFO-GCEs toward the H2O2 sensor was analyzed
by the amperometric method. Figure S7C shows the histogram
plot of five AFO-GCEs, exhibiting the RSD value = 2.5%.
Then, the long-time stability of the AFO-GCE was tested
before and after 10 days with 1 mM H2O2 by CV at the scan
rate of 50 mV/s. Figure S7D shows that the current response
before and after 15 days was almost the same at 95%. The
fabricated AFO-GCE exhibited good reproducibility and long-
term stability for H2O2 detection.

3.3.4. Real-Sample Analysis. The practicability of the
fabricated AFO-GCE was determined by the amperometric
response recorded in three different concentrations of H2O2
(1, 2, and 3 mM) in 0.1 M NaOH solution containing milk
sample (Figure 5F). Hence, the spiked three concentrations of
H2O2 recovery values were calculated and are shown in Table
2. As a result, the fabricated AFO-GCE sensor exhibits
extraordinary recovery range from 95.5 to 97% with RSD =
1.09 to 1.60% for H2O2 detection in milk sample.

4. CONCLUSIONS
In summary, we successfully fabricated AFO NPs via a facile,
one-pot, cost-effective sonochemical synthesis method for the
first time. The obtained AFO NPs had good nanostructures,
high activity, easy electron release, and excellent stability for
the electrochemical sensing processes. In particular, AFO-
modified GCEs exhibited high selectivity, sensitivity, and

Figure 5. (A) CV plot of different electrodes with and without 1 mM H2O2 in the electrolyte at 50 mV/s. (B) CV plot of different scan rates of
10−100 mV/s (inset: correlation plot of current vs square root of scan rate). (C) Amperometric i−t curve for increasing concentrations of H2O2
(inset: fast response curve). (D) Calibration plot of current vs concentration of H2O2. (E) Anti-interference study recorded with AA, DA, UA, and
KCl. (F) Practicability in milk sample.
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detection limits for RA and H2O2. Furthermore, AFO NPs
were applied for the detection of RA in chicken and pork
samples and H2O2 in milk samples with excellent sensing
abilities. The proposed biosensor showed outstanding
selectivity in the presence of a potentially active interference.
Thus, this study provides a new strategy for the design and
synthesis of highly active, stable, and novel-structured metal−
metal oxide catalysts for electrochemical sensor applications.
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A B S T R A C T   

In this work, silver‑bismuth oxide encapsulated 1,3,5-triazine-bis(4-methylbenzenesulfonyl)-hydrazone func
tionalized chitosan (SBO/FCS) nanocomposite was synthesized by a simple hydrothermal method. The amine 
(− NH2) group was functionalized by the addition of cyanuric acid chloride followed by 4-methylbenzenesulfonol 
hydrazide. The SBO/FCS has been characterized by FT-IR, X-ray diffraction, XPS, HR-SEM, HR-TEM, AFM, and 
thermogravimetry (TGA). Under the optimum conditions, the SBO/FCS sensor showed brilliant electrochemical 
accomplishment for the sensing of glucose and H2O2 by a limit of detection (LOD) of 0.057 μM and 0.006 μM. It 
also showed linearity for glucose 0.008–4.848 mM and for H2O2 of 0.01–6.848 mM. Similarly, the sensor 
exhibited a low sensitivity to glucose (32 μA mM− 1 cm− 2) and a good sensitivity to H2O2 (295 μA mM− 1 cm− 2). 
In addition, that the prepared electrode could be used to sense the glucose and H2O2 levels in real samples such 
as blood serum and HeLa cell lines. The screen printed electrode (SPE) immunosensor could sense the E. coli 
O157:H7 concurrently and quantitatively with a linear range of 1.0 × 101–1.0 × 109 CFU mL− 1 and a LOD of 4 
CFU mL− 1. Likewise, the immunosensor efficiently detect spiked E. coli O157:H7 in milk, chicken, and pork 
samples, with recoveries ranging from 89.70 to 104.72 %, demonstrating that the immunosensor was accurate 
and reliable.   

1. Introduction 

In the past few decades, rapid population growth, modernization, 
and lifestyle have had serious adverse effects on people's health and 
lives. For example, glucose is an important compound that provides 
energy for daily activities. The normal glucose concentration in the 
blood, ranging from 3.0 to 8.0 mM (80–120 mg/dL), can support the 
normal activity of tissues in the body. Meanwhile, hyperglycemia is a 
condition in which blood glucose concentrations exceed the usual range, 
known as diabetes mellitus (DM), and is a major metabolic disorder 
caused by high blood glucose levels. Diabetes is one of the most common 
and serious chronic diseases affecting public health. If this trend con
tinues, it is expected to be 6th leading source of mortality worldwide by 
2030 [1]. Continuous monitoring of blood glucose levels is the primary 

approach to detect diabetic or hyperglycemic conditions and prevent 
stroke, heart attack, kidney failure and blindness [2–4]. 

Likewise, hydrogen peroxide (H2O2) is a reactive oxygen species 
(ROS) that mostly results from protein folding, cell respiration, meta
bolic metabolism in organisms, and regulated biochemical reactions in 
animals and plants. It is also used in chemical, food, and environmental 
industries because of its significant redox ability. It is also one of the 
most prominent oxygen reactive species produced by the human system. 
Normal H2O2 levels in organisms guarantee signal transduction and the 
regular physiological function of cells. Diabetes, cancer, cardiac disor
ders, and Alzheimer's disease are major diseases associated with excess 
H2O2 [5–8]. Glucose and H2O2 concentrations in biological bodies are 
highly associated with physiological health. The immediate recognition 
of glucose and H2O2 in biological bodies is advantageous to find out the 
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relationship of inherent small molecule-disease; in fact, on-time and 
accurate diagnosing of diseases is important in monitoring the pro
gression of the disease. Therefore, it is vital and essential to develop a 
rapid and sensitive glucose and H2O2 detection strategy for the early 
diagnosis and treatment. 

As we all know, bacterial pathogens are the most common cause of 
food poisoning. Escherichia coli bacteria, which are widespread in both 
food and humans, have recently emerged as a major cause of concern 
over the safety of our food supply [9]. It is essential to develop a fast and 
reliable method for identifying food borne pathogens to prevent and 
treat food borne infections [10]. Traditional culture-based procedures 
for identifying harmful pathogens require extensive time to find, even 
though they are the “gold standard” [11]. 

Over the past two decades, several research groups have reported 
numerous cutting-edge identification techniques, such as enzyme-linked 
immunosorbent assay (ELISA), polymerase chain reaction (PCR), DNA 
probes, gene chip technologies, titrimetry, fluorescence, spectropho
tometry, calorimetry, and gas chromatography methods were effectively 
used to monitoring the glucose H2O2 and E. coli levels [12–25]. These 
methods are able to operate in near-real-time, exhibit high sensitivity 
and reproducibility, and can be carried easily [16]. Although these ap
proaches can demonstrate strong specificity and high sensitivity for 
detection, their widespread implementation is hindered by a number of 
drawbacks, such as high cost, high technical requirements, and difficult 

detection processes. Obviously, the electrochemical method is prom
ising and has several advantages, such as low cost, straightforward 
equipment, ease of use, high sensitivity, selectivity, and appropriateness 
for on-site sensing [26–28]. Thus, it is essential to develop a reliable 
signal multiplication approach to boost the sensitivity of the sensor. 

Furthermore, metal-organic frameworks (MOFs) have drawn 
growing interest due to their tunable pore sizes, diverse structures, and 
abundant functional designs [29,30]. Compared with transition metals, 
silver (Ag) and bismuth metal organic frameworks, especially Ag/BiO- 
MOFs, have been studied widely due to their outstanding purity, 
strong van der Waals force, color, large Stokes shift, higher energy band 
gap, good optical, electrical properties, high oxygen-ion conductivity, 
along with noticeable photocatalytic activity, photoluminescence, long 
decay lifetime, and undisturbed emissive energy [31–33]. Recently, 
many Ag/Bi-MOFs were used as an ideal material for detecting small 
molecules, pathogenic bacteria, gases, and explosives [34–37]. 

To the best of our knowledge, this is the first time that a silver-doped 
Bi2O2/FCS (SBO/FCS) nanocomposite has been used for triad applica
tions (Scheme 1). We also aimed to develop an electrochemical 
biosensor for direct, label-free detection of bacterial pathogens by 
modifying the gold-based screen-printed electrode with SBO/FCS to 
investigate their electrochemical stability during measurements. The 
fabricated electrode exhibited excellent efficiency in detecting low 
concentrations of glucose, H2O2, and E. coli in real samples. 

Scheme 1. Synthesis of hydrazone functionalized chitosan (5).  
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2. Experimental 

2.1. Materials and reagents 

Chitosan, cyanuric chloride, 4-methylbenzenesulfonohydrazide, 
bismuth nitrate (Bi(NO3)3.5H2O), zinc sulphate (ZnSO4), silver nitrate 
(AgNO3), sodium dodecylbenzene sulfonate (SDBS), glucose, sodium 
nitrite (NaNO2

− ), sodium hydroxide (NaOH), deionized water (DI), 
bovine serum albumin (BSA), hydrogen peroxide (H2O2), 2-methylimi
dazole, borax solution, zinc acetate (CH3COOZn), and urea 
(NH2CONH2) were obtained from Sigma Aldrich, India. Abcam (India) 
provided the E. coli antibody. The non-pathogenic MTCC type E. coli 
strain was obtained from CSIR-Institute of Microbial Technology 
(IMTECH), Chandigarh, India, under the supervision of CSIR-IMTECH. 
Sodium acetate (CH3COONa), dopamine (DA), potassium hydroxide 
(KOH), ascorbic acid (AA), sodium bicarbonate (NaHCO3), uric acid 
(UA), and potassium chloride (KCl), were acquire from SRL Pvt. Lt. 
(India). The entire experiments were carried out using deionized (DI) 
water. 

2.2. Synthesis of 1,3,5-triazine-bis(4-methylbenzenesulfonyl)-chitosan 
hydrazone (FCS) (5) 

The synthesis of hydrazone functionalized chitosan (FCS) 5 was 
carried out by a two-step process (Scheme 1). In this study medium 
molecular weight (MMW) chitosan was used. In the initial stage: cya
nuric chloride (0.02 mol) and chitosan (0.01 mol) were dissolved in 50 
mL of acetic acid. Then, 0.5 mM of triethyl amine was added in this 
dispersion under vigorous stirring over a period of 10 h at 85–90 ◦C. 
After completion of the reaction, the reaction mixture was diluted by 
adding 200 mL of brine solution to it. A solid mass of 2,6-dichloro-6- 
chitosan-s-triazine chitosan was formed, filtered and recrystallized using 
ethanol as a solvent. 

In the subsequent stage, the 2,6-dichloro-6-chitosan-s-triazine 3 
(0.01 mol) was added into a stirred solution of 0.05 mol 4-methylbenze
nesulfonylhydrazone (4) in the 50 mL of methanol in the presence of 0.5 

mmol sodium acetate. Then, the total reaction mixture was refluxed for 
10 h. Upon completion, a solid product was obtained by filtration, and 
washed with a mixture of warm water and ethanol (1:1) and recrystal
lized by ethanol. The obtained product was characterized by 1H and 13C 
NMR spectra. 

2.3. Fabrication of AgBi2O3 (SBO) nanoparticles 

The SBO NPs was fabricated by hydrothermal approach. Solution (a), 
20 mL of DI water inclosing 0.2 M of Bi(NO3)3.5H2O and 2 mL HNO3. 
Solution (b), 0.05 M AgNO3 dispersed in 50 mL of DI water and stirred 
continuously 20 min. Subsequently, 0.5 g of SDBS was added into the 
reaction mixture at constant stirring, followed by addition of 4.0 M 
NaOH the pH of the reaction mixture was attained at 10. Then the re
action mixture was transformed into 100 mL of autoclave and heated for 
12 h at 120 ◦C. The obtained solid mass was washed 5 times by DI water 
and dried at 80 ◦C for 12 h. Finally the product was well grained and 
annealed at 500 ◦C for 4 h. 

2.4. Synthesis of SBO/FCS nanocomposite 

During a typical synthesis of SBO/FCS nanocomposite, first 0.25 g of 
FCS (5) dissolved in 20 mL of ethanol. Subsequently, 20 mL of a 0.5 g 
aqueous SBO NPs was added into the reaction mixture with constant 
stirring at ambient temperature for 30 min. After adding 5 M of NaOH to 
that mixture, which was adjusted to have a pH of 10, a gel was produced. 
The obtained gel was heated for 10 h at 100 ◦C in an autoclave. The 
resulted solid mass was washed numerous times by the mixture of 
ethanol and DI water, dried at 100 ◦C for a period of 12 h and the re
action scheme was shown in Scheme 2. 

2.5. Fabrication of the screen printing electrochemical immunosensor 

The SBO/FCS fabricated GC electrode was used for the detection of 
glucose and H2O2. The fabrication of SBO/FCS GCE is given in the 
supporting information. Similarly the detection of E. coli was carried out 

Scheme 2. Schematic representation for the fabrication of SBO, SBO/FCS nanocomposite.  
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by SBO/FCS fabricated screen printing electrochemical (SPE) immuno
sensor (Scheme S1). In this method, 3 mm diameter Au used an electrode 
and fabricated by screen printing technique. The electrode was sub
jected into activation through treatment with a solution consisting of 
sulfuric acid and 30 % hydrogen peroxide, usually referred to as piranha 
solution. A volume of 5.0 μL of piranha solution was precisely deposited 
over the working electrode, after which it was allowed to remain un
disturbed for a period of 30 s. Following that, the electrode underwent a 
comprehensive rinsing process using double-distilled water. Subse
quently, the electrode surface was subjected to a drying process, fol
lowed by incubation in a 50 μL solution of the recently prepared slurry 
consisting of SBO (self-assembled monolayer of biotinylated oligonu
cleotides) and FCS (fetal calf serum) for duration of 12 h. This step aimed 
to facilitate the creation of a self-assembly monolayer (SAM) on the 
surface of the electrode. In the subsequent stage, the surface of 
SPE@SBO/FCS was modified by the incorporation of an amino group. 
This was achieved by adding 2 wt% of polyethyleneimine (PEI) in 100 
μL of phosphate buffer solution at a pH of 7.4. Consequently, SPE@SBO/ 
FCS/PEI was obtained. Subsequently, the electrode surface was sub
jected to a thorough rinsing with water, followed by a drying process 
utilizing a vacuum dryer. 

Antibody conjugated SPE@SBO/FCS/PEI electrode was fabricated as 
follows two stages. In the stage first the SPE@SBO/FCS/PEI washed five 
times with PBS solution and the excess amount of buffers solution was 
removed. Then 0.20 wt% of glutaraldehyde containing 2 mL of PBS was 
added and sonicated for 30 min. In the second stage 20 μg/mL antibody 
capture of anibody-E.coli Ab, 0.01 M of PBS were added into the above 
the electrode surface. The total reaction mixture was incubated in 2 h 
and the obtained electrode was denoted as SPE@SBO/FCS/PEI-Ab. The 
electrode washed by 200 μL of PBS-20 buffer solution and dispersed in 
1.0 mL of PBS. Subsequently, the electrode treated with 5 mL of 5 mm of 
BSA and sonicated 15 min. The blocking agent BSA was block the non- 
specific binding sites present in the electrode. Finally, the obtained 
SPE@SBO/FCS/PEI-Ab-BSA was suspended in to PBS solution and 
reserved at <4 ◦C for future use. 

2.6. Real samples preparation 

Human serum albumin (HSA) was acquired from Sigma Aldrich 
India. The stock solution was prepared by the addition of 0.5 μg of HAS 
into 50 mL of 1.0 M NaOH. The standard addition method (SAM) was 
utilized for the detection and determination of glucose in real samples. 
Known concentrations of glucose (0.5, 1.0, and 1.5 mM) were spiked in 
to the diluted serum samples and recovery of the glucose was evaluated. 

Furthermore, for detection of H2O2 HeLa was selected as real sample 
models. HeLa cells were cultured in Dulbecco's Modified Eagle's Medium 
which contained 10 % v/v fetal bovine serum (FBS), 0.25 mg/mL G418, 
1 % penicillin and streptomycin, 4 mM L-glutamine and 1 ng/mL 
doxycycline and grown at 37 ◦C and subcultured every 3 days, respec
tively. All the HeLa cells were maintained as monolayer cultures in a 
humidified atmosphere at 37 ◦C with 5 % CO2 incubator. After three 
days, they were rinsed carefully several times phosphate buffer saline 
(PBS). Finally, 3 mL of PBS was added into test well and used for 
amperometric testing at − 0.7 V potential. 

To assess the performance of the fabricated biosensor, low fat milk, 
chicken and pork were used as real samples. All the real samples were 
purchased from local market. Samples were spiked with different con
centration of E. coli to obtain the final concentrations of 3 × 103, 3 × 104 

and 3 × 105 CFU⋅mL− 1. Stripping Voltammogram (DPV) was performed 
for the samples, and according to the calibration plot, the recovery 
percentage and RSD% were determined. It is also important to mention 
that we used a sample of low-fat milk purchased from the supermarket 
without special preparation or screening. 

The raw pork and chicken samples were cut into small pieces, placed 
on a sterile plate, and subjected to UV light treatment for 1 h to remove 
the bacteria on the surface of raw samples. Then the raw samples were 
spiked with 3 × 103, 3 × 104 and 3 × 105 CFU⋅mL− 1 of E. coli O157:H7. 
The spiked samples were allowed to dry in laminar flow for 1 h min. 

Fig. 1. XRD pattern of SBO NPs and SBO/FCS nanocomposite.  
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2.7. Electrochemical measurement 

Electrochemical measurements were analyzed by CHI600E electro
chemical workstation and data was analyzed CHI software with stan
dard three electrode system, fabricated SBO/FCS-GCE used as a working 
electrode, silver/silver chloride (3 M KCl salt) and platinum wire were 
used as a reference and counter electrode. Cyclic voltammetry (CV) was 
recorded in 0.1 M aqueous NaOH at the potential range from 0 to 0.8 V 
and − 0.8 to 0 V for glucose and H2O2 respectively, at the scan rate 50 
mVs− 1. The chronoamperometry (CA) also recorded in 0.1 M aqueous 
NaOH at potential of glucose 0.5 V and H2O2–0.68 V with continuous 
stirring. 

3. Result and discussion 

3.1. Synthesis of functionalized chitosan 

The distinct reactivity of the three chlorine atoms in cyanuric chlo
ride enables their substitution with diverse nucleophiles through tem
perature control. This phenomenon is being referred to commonly 
known as temperature-controlled selectivity. In addition, it is worth 
noting that cyanuric chloride exhibits favorable selectivity in nucleo
philic substitution reactions involving the amino-to-hydroxyl group, a 
phenomenon usually referred to as functional group selectivity. Herein, 
we have synthesized a functionalized chitosan natural biopolymer by 
the reaction between cyanuric chloride and 4–methylbenzenesulfonyl 
hydrazide involving hydrazone linkage as given in Scheme 1. In the 1st 
step, cyanuric chloride 1 was treated with chitosan, one chorine could 
be replaced by the amine group (− NH2) of chitosan to yield 2,4- 
dichloro-6-chitosan-s-triazine 3. In the subsequent stage, compound 3 
was reacted with two equiv. of 4–methylbenzenesulfonyl hydrazide to 
gives corresponding hydrazone derivative 5 with high yield. 

3.2. Characterization of SBO and SBO/FCS nanocomposites 

The chemical structure of the target molecule 5 was further 
confirmed by 1H and 13C NMR spectroscopy, and the NMR spectra are 
shown in Figs. S1 and S2 (Supporting Information). The 1H NMR spec
trum clearly shows that the multiplet centred at 7.1–7.8 ppm signals 
corresponds to the aromatic protons of hydrazone. The chitosan ring 
protons H3, H4, H5, and H6 merged with the solvent DMSO‑d6 peak at 
3.37 ppm. In hydrazone, the methyl proton at C-4 appeared as a singlet 
at 1.19 ppm equivalent to three protons, which confirmed the presence 
of a methyl group. In the 13C NMR spectrum, the chemical shifts be
tween δ 60 and 80 ppm were assigned to the carbons of the chitosan 
backbone. There were four weak signals in the downfield region δ 
180.53, 177.19, 129.23 and 128.98 ppm. The chemical shift at 180.53 
and 177.19 ppm are due to the 1,3,5-triazin (-C=N) carbons and another 
two weak signals δ 129.23 and 128.98 ppm are due to the ipso carbon of 
4–methylbenzenesulfonyl hydrazide. All the observed chemical shifts 
were confirmed by the formation of target molecule 5. 

The XRD pattern of the newly fabricated SBO NPs and SBO/FCS 
nanocomposite is depicted in Fig. 1. All the diffraction peaks are iden
tified and compared with the JCPDS No of Ag (00–004-0783) and Bi2O3 
(01–074-1375), shown in Fig. 1A. The XRD pattern of Ag assign to the 
cubic system, Fm3m space group and Bi2O3 assign to the cubic system 
with space group 123. The XRD peaks observed at 2θ = 38.05, 43.74, 
81.60 corresponds to (111), (332), (222) are crystalline planes of Ag and 
2θ = 27.86, 30.64, 33.2, 39.9, 42.0, 45.8, 49.4, 52.9, 54.5, 56.2, 62.4, 
79.4 and 80.8 corresponding to the (013), (222), (123), (420), (332), 
(431), (521), (530), (600), (611), (136), (356) and (660) crystalline 
planes of Bi2O3 respectively. Further peaks at 21.43 and 24.84 reveal 
chitosan's presence in the SBO/CS nanocomposite (Fig. 1B). The high 
intense sharp diffraction peaks are depict the synthesized nano
composite is in good crystalline nature. The crystalline size of the nano 
composite is determined by the Debye-Scherrer equation and the esti
mated average crystalline size of SBO NPs is 14 ± 2 and SBO/FCS is 20 
± 2 nm. 

Fig. 2. XPS analysis of SBO/FCS nanocomposite. a) survey spectrum, b) Ag 3d spectrum, c) Bi 4f spectrum, d) C1s spectrum, e) O1s spectrum, f) N1s spectrum.  
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The bonding nature, surface chemistry and functional groups of the 
SBO and SBO/FCS NPs was studied by FTIR spectroscopy and shown in 
Fig. S3. The peaks between 400 and 600 cm-1 indicate the Bi–O vi
bration band, whereas the sharp peak 830 cm− 1 is attributable to the Ag 
band. The band appeared at 3428 and 1633 cm− 1 are corresponds to 
vibration of hydroxide (O–H) and carbonyl (C=O) stretchings 
(Fig. S3A). The broad peak appeared at 1082 cm− 1 and 1382 cm− 1 are 
ascribed to C-O-C and O–H stretching vibrations. The intense peaks at 
1591 and 2925 cm− 1 associated to the -CH and -CH2 stretching 

vibrations. The multiple distinct peaks indicate that chitosan is present 
in this nanocomposite (Fig. S3B). 

The XPS used to confirm the surface composition and elements 
oxidation state such as Ag, Bi, C, O, N in SBO/FCS (Fig. 2). The survey 
spectrum Fig. 2a clearly depicts the presence of Ag 3d, Bi 4f, C1s, O1s 
and N1s. The core Ag 3d spectrum Fig. 2b depicted two prominent peaks 
at 364.4 and 374.4 eV, conforming to Ag 3d5/2 and Ag 3d3/2, which 
imply the presence of Ag [38]. According to the Fig. 2c, the dual peaks of 
158.9 and 164.2 eV are identical with Bi 4f7/2 and Bi 4f5/2, respectively 

Fig. 3. a & b) HR-SEM images of SBO/FCS nanocomposite. c) EDS spectrum of the nanocomposite. d) HR-TEM image of SBO/FCS nanocomposite (inset: particle size 
distribution of histogram plot). e) SAED pattern, f) IFFT image. 

Fig. 4. AFM image of the SBO/FCS nanocomposite. a) 2D image. b) 3D image.  
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with a band gap of 5.3 eV ratifying Bi3+ is the primary oxidation state of 
bismuth in the SBO/CS nanocomposite [39]. Fig. 2d shows the C1s 
spectrum demonstrated the three main peaks observed at 284.5, 285.9 
and 288.4 eV corresponds to C–C, C-O-H and C-O-C, respectively [25]. 
In addition three oxygen peaks were found at 529.7, 530.4 and 532.8 eV 
which belong to Ag–O, Bi–O and –OH, respectively [40] (Fig. 2e). The 
N1s spectrum in Fig. 2f shows the one main peak observed at 399.6 eV 
which can be ascribed to the C–N band in the chitosan core [25]. 

3.3. Evaluation of morphology by SEM and TEM analyses 

To explore the morphology and particle size of the SBO/FCS nano
composite was carried out by HR-SEM and HR-TEM is given in Fig. 3. 
Fig. 3a and b shows the HR-SEM image of the nanocomposite, it clearly 
depicts in a spherical shaped of SBO NPs and irregular shaped mono
crystalline cluster of chitosan molecule. As a result the spherical shaped 
metal NPs were effectively embedded on the chitosan surface and the 
average particle size of this nanocomposite is 20 ± 1 nm. As seen in 
Fig. 3c, the purity and chemical constitution of the SBO/FCS NPs were 
analyzed by EDS. The presence of peaks for the components C, O, Ag, 
and Bi confirms the formation of AgBi2O3/FCS nanocomposite. 

The HR-TEM (Fig. 3d) shows the spherical shaped SBO NPs (red color 
circle) was embedded on the functionalized chitosan's surface (yellow 
color circle) with a particle size of 20 nm. The HR-TEM images Fig. S4a 
and S4b, showed that the most of the NPs had a darker shell and a lighter 
core part, and that the SBO nanoparticles were embedded on the chi
tosan surface. The precise chitosan-incorporated AgBi2O3 nano
composite structure is given, and it shows how the outlines of the hybrid 
nanocomposite are distinct and the nanoparticles seem to be clearly 
immersed in the polymeric medium. The SAED pattern of synthesized 
SBO/CS (Fig. 3e) undoubtedly depict the particles are polycrystalline 
nature with the inter planar distance D = 1.76, 1.40, 1.07 and 0.82 
corresponds to (440), (543), (248) and (422). The lattice fringe of the 

SBO/FCS nanocomposite can be seen in the inverse fast Fourier trans
form analysis (IFFT) image (Fig. 3f). The D value of 3.18 nm corresponds 
to the (013) plane, and the dark parts of the image indicate the AgBi2O3 
and the lighter parts indicate the chitosan molecule. The root mean 
square (RMS) roughness of SBO/FCS nanocomposite is frequently 
assessed using AFM. The two dimension and three dimension surface 
topography image of the nanocomposite was displayed in Fig. 4a and b. 
The estimated average RMS was only 0.92 μm. These findings enable to 
determine that the SBO/FCS nanocomposite is physically homogeneous. 
The particle diffusion and particulate interaction are strongly correlated 
with the volume of nanocomposite and the specific surface constituent 
of the chitosan membrane. The interaction between hydrazone func
tionalized chitosan and AgBi2O3 nanoparticles are thought to be the 
cause of the thickness producing a multilayered system. 

The pore size and specific surface area (SSA) of the SBO/FCS NPs 
were further determined by means of the N2 adsorption-desorption 
isotherm. The slight rise in adsorption seen with increasing pressure in 
the early part of the adsorption curve can be attributed to the 
monolayer-multilayer adsorption of N2 molecules on SBO/FCS surface 
(Fig. S5). However, the type IV isotherm (hysteresis loop) is obtained at 
high pressure due to gas capillary condensation, which is consistent with 
the IUPAC-defined mesoporous structure of the material (Schneider, 
1995). We calculate the mean average pore size distribution and surface 
area to be 7 nm and 132.2 m2/g respectively, using the conventional 
equations. These findings proved that the NPs have an exceptionally 
large active surface area and desirable characteristics for biosensing. 

3.4. TGA analysis 

To calculate how much amount of hydrazone functionalized chitosan 
is present in the metal nanocomposite, a thermogravimetric analysis 
(TGA) of the SBO/FCS was performed. A weight loss of SBO/FCS 
nanoparticles in the presence of N2 is seen in Fig. S6. The SBO/FCS TGA 

Fig. 5. a) CV plot of different electrodes (Bare GCE and SBO/FCS-GCE) with and without 1 mM glucose. b) CV plot of different scan rate with 1 mM glucose. c) 
Amperometric i-t curve for increasing concentration of glucose (1 μM to 5.848 mM). d) Calibration plot of glucose sensor. e) Anti interference study. f) Real 
sample analysis. 

M. Ramesh et al.                                                                                                                                                                                                                                

59



International Journal of Biological Macromolecules 264 (2024) 130533

8

curve may be divided into two distinct phases of weight reduction. The 
first is the initial sample weight loss up to 150 ◦C owing to evaporation 
of water molecules (moisture). Between 250 and 400 ◦C, however, the 
most significant weight loss occurred (about 27 %), along with the 
degradation of organic (chitosan) molecule. Using the difference in 
weight percentage at the conclusion of the TGA curves for pure SBO NPs 
and SBO/FCS, we may infer that SBO/FCS contains roughly 10 wt% of 
chitosan molecule. 

3.5. Electrochemical detection of glucose 

3.5.1. Cyclic voltammetry 
The electrochemical behaviour of unmodified GCE and SBO/FCS- 

GCE were recorded by CV at a sweep rate of 50 mV/s, in ambient 
temperature. In Fig. 5a, the unmodified GCE didn't show any noticeable 
peak. On the other hand, the SBO/FCS-GCE displays a fine anodic peak 
was observed at 0.45 V with the addition of 1.0 mM glucose. It is 
apparently suggest that the oxidation peak of glucose increased after the 
modification of GCE with SBO/FCS. It reveals that the Ag NPs and FCS 
were enlightening the performance of the electrode. 

Further, the effect of scan rate on the electrochemical behaviour of 
glucose was observed by varying the scan rate from 10 to 100 mV/s 
(Fig. 5b). The result suggests that both oxidation and reduction peak 
currents were increased linearly with increasing scan rate, which can be 
expressed by linear regression equation Ipa (μA) = 2.118x − 9.405. The 
square root of the scan rate was plotted against the peak current that 
showed a linear curve with an R2 value of 0.9902. It indicate that 
electrochemical oxidation reaction of glucose over SBO/FCS electrodes 
is a diffusion-controlled process 

Also, the sensitivity of the electrode was determined by CVs at 
varying concentrations of glucose from 1 to 10 mM and shown in 
Fig. S7a. In absence of glucose, there was no discernible current 
response. At same time while increasing the concentration of glucose, 
the anodic peak potentials (Ea) were shifted into the positive direction. 
The current density was directly proportional to the concentration of 
glucose. These results indicate that the electron transfer involved a 
diffusion controlled process. 

The electrode projects a potential oxidation process for the glucose 
during the anodic sweep, and BiO+ may be oxidized into BiO3+. The 
electrochemical oxidation of glucose using NPs is given in the following 
mechanism. 

BiO3 + 3OH− →BiOOH+H2O+ e− (1)  

BiOOH+C6H12O6→BiO3 +C6H10O6 (2)  

3.5.2. Chronoamperometry 
Based on the observed electrochemical behaviour from CV, the 

chronoamperometric i-t responses of the SBO/FCS modified GC elec
trode with addition of 0.5 mM glucose at various potentials were 
investigated and given in Fig. S7b. It demonstrates that the potential 
goes to 0.4, 0.5, and 0.6 V, the oxidation peak current increases signif
icantly. The oxidation current response of the modified SBO/FCS-GC 
electrode gives an outstanding response at 0.5 V potential. Therefore, 
0.5 V was chosen as the optimal potential for chronoamperometric 
analysis and shown in Fig. 5c. 

The amperometric response of the SBO/FCS was studied by the 
progressive addition of glucose to a 0.1 M aqueous NaOH at regular 
intervals. The electrode initiates a rapid response upon the addition of 
glucose, reaching a steady state current of 90 % within 4 s. This shows 
that the electrode is sensitive to glucose very quickly and well. The 
electrode calibration plot is depicted in Fig. 5d, illustrating the variation 
in glucose concentration from 1 μM to 5.848 mM. From the calibration 
plot (current vs. glucose concentration), the current response increased 
linearly with increasing the concentration of glucose. The calibration 
plot is determined to be linear with a correlation coefficient R2 is 

0.99138 and the linear regression equation y = 2.2766× + 0.7181 with 
a limit of detection 0.057 μM. The SBO/FCS electrode also exhibited a 
high sensitivity of 32 μA mM− 1 cm− 2 by dividing the slope of the linear 
part of the calibration plot by the surface area of the electrode's [41]. 
When the results of the new sensor and proposed method are compared 
to those reported in the literature, the fabricated SBO/FCS sensors shows 
a similar or same LOD, linear range, and sensitivity for detecting glucose 
(Table S1). 

Selectivity is an important parameter in sensor for particular appli
cation, Fig. 5e displays the selectivity of the electrode in presence of 
common interferences such as AA, DA, UA, and KCl. After adding 1.0 
mM glucose and 0.1 mM of each interference into the electrolyte at 0.5 
V, the chronoamperometric current response of the SBO/FCS electrode 
clearly shows the current response increases with each addition of 
glucose; however, signal was not significantly impacted in the presence 
of interferences. It shows, the fabricated SBO/CS-GC electrode can be 
used for the selective detection of glucose. 

The stability of the SBO/FCS was investigated by CV on the 1st - 15th 
days (Fig. S8a). The current response of glucose is nearly 93 % same 
before and after 15 days of oxidation. It clearly indicates that the SBO/ 
FCS modified GCE electrode exhibit good stability. To study the repro
ducibility of the SBO/FCS electrode towards the oxidation of glucose, 
five freshly fabricated electrodes were evaluated by relating their cur
rent response in 0.1 M NaOH with 1 mM glucose (Fig. S8b). The RSD of 
all five electrodes was 2.2 %, indicating that SBO/FCS was highly 
reproducible. 

3.5.3. Viability in real samples 
The good sensing ability of SBO/FCS demonstrates its suitability for 

detecting glucose in real samples, which was evaluated by identifying 
the amount of glucose in human serum albumin samples. Known con
centrations of glucose (0.5, 1.0, and 1.5 mM) were added in to the 
diluted serum samples and recovery of the glucose was evaluated (Fig. 5f 
and Table 1). The glucose recoveries at the SBO/CS sensor ranged from 
96 to 98 %, with an RSD of 2.27 to 2.78 %. Similarly, the glucose level 
measured by the SBO/FCS sensor for the standard addition of glucose in 
the serum samples was extremely similar to the glucose level discovered 
by the commercial device. These analyses reveal that the fabricated 
SBO/FCS sensor can be applied for the practical analysis of glucose in 
clinical specimens. 

3.6. Electrochemical detection of H2O2 

3.6.1. Cyclic voltammetry 
The electrochemical reduction the SBO/FCS NPs was examined by 

cyclic voltammetry in 1.0 mM H2O2 at 50 mV/s. The CV responses of 
unmodified GCE and SBO/FCS modified GCE with and without addition 
of H2O2 were shown in Fig. 6. There was no peak observed in bare GCE 
with and without 1.0 mM H2O2 (Fig. 6a). Interestingly, a high enhanced 
reduction current response was observed at − 0.68 V for the SBO/FCS- 
GC electrode. Similarly the reduction activity of the SBO/FCS-GC elec
trode towards H2O2 was assessed at various concentrations ranging from 
1.0 to 10 mM. Fig. S9a shows the reduction current enhanced gradually 
with increasing amount of H2O2. The rise in reduction peak current 
shows that the modified SBO/FCS electrode could have a large surface 

Table 1 
Determination the concentrations of glucose in human serum albumin (HSA) 
SBO/FCS-GCE sensor.  

Sample Spiked 
Amount 
(mM) 

Detection Amount 
(mM) 

Recovery 
(%) 

RSD 
(%) 
(n = 3) 

Glucose 
(HSA)  

0.5  0.48  96  2.27  
1.0  0.98  98  2.63  
1.5  1.47  98  2.78  
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area and a higher concentration of SBO/FCS electrode could help reduce 
H2O2 through electrocatalytic reductions. Because SBO/FCS possesses a 
high specific surface area, they also have a large area where H2O2 can 
stick to them. Because of this, electrodes with a superior SSA will get 
more H2O2 on their surfaces, flow of electrons capacity will make it 
easier for them. When H2O2 introduced in the NaOH solution, the 
reduction mechanism followed the following reactions [42]. 

H2O2 + e− ↔ OH(ads)+OH− (3)  

OH(ads)+ e− ↔ OH− (4)  

OH− + 2H+ ↔ 2H2O (5) 

The effect of scan rate on the electrocatalytic reduction reaction was 
studied by cyclic voltammetry with various scan rates of 10–100 mVs− 1. 
The reduction peak current increased linearly with increasing scan rate. 
The linear regression equation for the correlation coefficient of cathodic 
current (Ipc) and square root of scan rate (v1/2) was found to be y =
− 1.8946× - 3.293, R2 = 0.9917 (Fig. 6b). These results show the 
fabricated SBO/CS-GC electrode has outstanding electrocatalytic 
reduction of H2O2. 

3.6.2. Chronoamperometry 
Fig. S9b illustrates the amperometric (i-t) curve of H2O2 reduction by 

the fabricated SBO/FCS-GC electrode at different potentials at − 0.5, 
− 0.6, − 0.7 and − 0.8 V. The observed reduction current response of the 
fabricated SBO/FCS-GC electrode at − 0.7 V exhibits an excellent 
response for H2O2 detection. As a result, the potential − 0.7 V was 
preferred for the further amperometric analysis. Fig. 6c shows the 
amperometric i-t curve of fabricated SBO/FCS-GCE with sequential 
addition of H2O2 from 1.0 μM to 6.848 mM into NaOH electrolyte at 
− 0.7 V potential with stirring condition. When H2O2 is added, the 
electrode responds quickly, and it takes <5 s to get a steady state current 
of 94 %. This shows that electrode was very sensitive and works quickly. 

The current slowly increased with the increasing amount of H2O2 and 
there was a good relationship between the amount of H2O2 (1.0 M to 
6.848 mM) and the reduction current (Fig. 6d). 

The calibration plot between the concentration of H2O2 and reduc
tion current (Fig. 6d) shows good correlation co-efficient (R2 = 0.99108) 
with a high sensitivity 295 μA mM− 1 cm− 2 and a LOD of 0.006 μM. It 
indicates, the modified electrode exhibited a superior sensitivity and a 
lower detection limit when compared to other recent publications on 
non-enzymatic sensors based transition metal nanoparticles (Table S2). 

The fabricated SBO/FCS sensor's selectivity was examined with 
common interferences for H2O2. 0.1 mM concentration of AA, DA, UA, 
0.5 mM of KCl and 2 mM of H2O2 were tested with sensor at a − 0.7 V 
potential (Fig. 6e). The observed result indicates that the sensor reacts 
immediately to H2O2, but it does not show any response to other in
terferences. However, the magnitudes of the current response of the 
initial and final addition of H2O2 are similar. For each addition of in
terferences, a negligible amount of response was observed, confirming 
that the fabricated sensor shows good selectivity for the sensing of H2O2 

The sensors stability and reproducibility was also tested by CV at the 
scan rate of 50 mV/s, The reduction current was observed with an RSD 
of 1.56 and the electrode's stability was found to be nearly 96 % the 
same on the 1st - 15th days (Fig. S10a). Further the reproducibility of the 
fabricated sensor was analyzed towards the reduction of H2O2, freshly 
prepared five electrodes was recorded by relating current response in 
electrolyte solution in presence of H2O2 (Fig. S10b). The five electrodes 
exhibit the RSD value is 1.54 % as a result, the fabricated SBO/FCS-GCE 
sensor having good stability and outstanding reproducibility. 

3.6.3. Viability in real samples 
We use HeLa cancer cell line to test how well the SBO/FCS sensor 

works for detecting H2O2 in real time. As shown in Fig. 6f, SBO/FCS was 
placed in the suspension of HeLa cells, the flow of current didn't changed 
much, while adding ascorbic acid into HeLa cell lines there was a big 
change in the flow of current, which indicates that live HeLa cells were 

Fig. 6. a) CV plot of different electrodes (Bare GCE and SBO/FCS-GCE) with and without 1 mM H2O2. b) CV plot of different scan rate with 1 mM H2O2. c) 
Amperometric i-t curve for increasing concentration of H2O2 (1 μM to 6.848 mM). d) Calibration plot of H2O2 sensor. e) Anti interference study. f) Real sam
ple analysis. 
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giving off H2O2. So, it was very important for SBO/FCS to be able to 
detect H2O2 by living cells in real time. Our results showed that SBO/ 
FCS might be a good way to track the H2O2 in living cells produce in real 
time. 

3.7. Electrochemical detection of E.coli O157:H7 

3.7.1. Electrochemical impedance spectroscopy analysis (EIS) 
The pathogenic bacteria's can be detected by calculating the 

electron-transfer resistance (Rct) in electrochemical impedance spec
troscopy (EIS) and it is a wonderful technique as well. Fig. 7a shows the 
EIS of bare SPE (A), SPE@SBO/FCS (B), SPE@SBO/FCS/PEI-Ab (C), 
SPE@SBO/FCS/PEI-Ab-BSA (D), and SPE@SBO/FCS/PEI-Ab-BSA-E. 
coliO157:H7 (E). Both K3Fe(CN)6 and K4Fe(CN)6 acted as redox probes. 
In Fig. 7a, both semicircle and straight line impedance spectra can be 
seen, indicating that electron transfer and diffusion are occurring. The 
charge transfer resistance (Rct) was anticipated to be 31.5 W based on 
the bare gold plated-SPE's extremely narrow semicircle and line EI 
spectrum. The Rct value shows that the probe's redox reaction is 
extremely rapid. SBO/FCS-SPE has a high Rct value of 598 Ω compared 
to bare gold plated-SPE, indicating that the deposition of SBO/FCS on 
SPE was successful. SPE@SBO/FCS/PEI-Ab-BSA electrode was then 
incubated in 1.0 mL of 104 CFU m/L E. coli O157:H7 with PBS at 35 ◦C 
for 1 h to produce the SPE@SBO/FCS/PEI-Ab-BSA-E.coli O157:H7, 
which has Rct value of 3212 Ω. 

3.8. Differential pulse stripping voltammogram (DPV) analysis 

Further, differential pulse stripping voltammogram (DPV) was 
employed to understand the electrochemical process of (i) SPE@SBO/ 
FCS and (ii) SPE@SBO/FCS/PEI-Ab and the change in current as a 
function of potential is displayed in Fig. S11. The current increased 
significantly for SPE@SBO/FCS@PEI-Ab, confirming the binding of the 

anti-E. coli antibody to the electrode. After the immobilization of anti- 
E. coli the peak potential was shifted slightly to the left, which indicates 
facile electron transfer on the electrode surface. The peak current 
increased as the amount of E. coli (CFU mL− 1) increased, indicating that 
antigen-antibody complexes coated the electrode surface (Fig. 7b). 
Fig. 7b exhibits DPVs for sensing of E. coli O157:H7 by SPE@SBO/FCS/ 
PEI-Ab-BSA electrode as a signal tags. Even at low concentrations (1.0 ×
103 CFU mL− 1) of E. coli O157:H7, a current signal can be observed 
(Fig. 7b). A linear relationship (R2 = 0.9919) between the logarithm of 
the amount of E. coli O157:H7 from 1.0 × 101 to 1.0 × 109 CFU mL− 1 

and the peak current density (Fig. 7c). Peak current density is directly 
proportional to the amount of E. coli O157:H7 and the fabricated elec
trode shows a detection limit of 4 CFU mL− 1 (S/N = 3). The performance 
of the fabricated SBO/FCS biosensor is revealed to be equivalent to or 
superior to that of the reported electrodes in Table S3. The selectivity of 
the biosensors was analyzed by SPE@SBO/FCS/PEI-Ab-BSA as signal 
tag. Fig. 7d and S12 demonstrate that the immunosensor has significant 
response to E. coli O157:H7 detection but a much poorer sensitivity to 
other pathogens. The immune biosensor is particularly effective in 
detecting E. coli O157:H7 because to the specific interaction between the 
E. coli-Ab and the antigen found on the surface of E. coli cells. 

A sensor's reliability depends on its ability to function consistently 
throughout several analysis runs when using a single electrode or mul
tiple electrodes made using the same technique. The reproducibility of 
the SBO/FCS based biosensor for E. coli O157:H7 was analyzed for five 
successive reading in 1.0 × 104 CFU mL− 1 of E. coli O157:H7 (Fig. 7e). 
The resulting current response showed an RSD of 1.74 %, confirming 
that the immunosensor possess excellent reproducibility. Another 
important consideration in assessing the sensor performance is the sta
bility of the immunosensor during extended periods of storage. The 
immunosensor maintained 90 % of its early response for first and second 
week after it was reduced (Fig. 7f), which indicates that the immuno
sensor is found to be an excellent stability up to two weeks of storage 

Fig. 7. a) EIS of bare SPE (A), SPE@SBO/FCS (B), SPE@SBO/FCS/PEI-Ab (C), SPE@SBO/FCS/PEI-Ab-BSA (D), and SPE@SBO/FCS/PEI-Ab-BSA-E.coli O157:H7 (E), 
containing mixture of 5.0 mM of K3Fe(CN)6 and K4Fe(CN)6. b) DPV for SPE@SBO/FCS/PEI-Ab-BSA with different concentration of E. coli O157:H7. c) Calibration 
plot of E. coli O157:H7 sensor. d) DPV for selectivity study for E. coli O157:H7. e) Reproducibility plot. f) Stability study. 
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towards detection of E. coli O157:H7. 

3.8.1. Viability in real samples 
To promote the analysis of the immunosensor's viability in real 

samples, milk, chicken, and pork were used as real sample model. In 
order to make an accurate estimation, the standard addition method
ology was adopted. The real samples were analyzed at three different 
concentrations spiked with E. coli O157:H7 sample solution (Fig. S13), 
and the results were given in Table 2. The SPE@SBO/FCS/PEI-Ab-BSA 
exhibited a recovery range from 86 to 106 % with an RSD of 2.4 to 
3.1 %. The results indicate that the SPE@SBO/CSPEI-Ab-BSA sensor 
could be highly feasible for the detection of E. coli O157:H7 in real 
samples. 

4. Conclusion 

In conclusion, we have successfully proposed an electrochemical 
sensor for non-enzymatic glucose and H2O2 detection used SBO/FCS. 
According to the experimental data demonstrated the SBO/FCS NPs 
have good electrocatalytic activity for the oxidation of glucose and 
reduction of H2O2, the response reached steady state within 4 and 5 s. 
The surface displayed linearity from 0.008 to 4.848 mM of glucose and 
0.01–6.848 mM of H2O2, sensitivity of glucose 32 μA mM− 1 cm− 2 and 
H2O2 295 μA mM− 1 cm− 2, detection limit of glucose 0.057 μM and H2O2 
0.006 μM. Similarly, SPE@SBO/FCS/PEI-Ab-BSA/E.coli O157 has been 
design and fabricated in a single tags for a sensitive detection of E. coli 
O157:H7. The biosensor has a detection limit of 4 CFU mL− 1, which is 
one of the lowest detection limits. In addition to its high selectivity, the 
developed immunobiosensor efficiently detected E. coli O157:H7 in real 
samples such as milk, chicken and pork, indicating a viable tool for 
sensitive detection of E. coli. All of these observations imply that the 
fabricated sensor is a desirable and effective method for practical 
glucose, H2O2 and E. coli O157:H7 monitoring and provide a unique 
perspective on the possible applications of SBO/FCS in the area of 
electrochemical sensor. 
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Abstract

The nanofluids can be utilized as the potential candidates for reducing wear between two metal surfaces. In this work,

the characterization and rheological behavior of the ionic liquid 1-ethyl, 3-methylimidazolium dicyanamide had been

performed, and its dispersions with different types of carbon nanotubes were compared. It was determined that the

viscous behavior of nanofluids was in steady-state shear flow. Then, the study of tribology was performed to study the

behavior of the dispersions as a lubricant. Particularly, AISI 316L stainless was used as the specimen considering its

potential application in a number of machine parts. Hence, the wear behaviour of the nanofluid was studied by using

them as the lubricant 0n AISI 316L steel surfaces. The specimen showed the better thermo-hydraulic performance,

since its increments for the convective coefficient were higher.

Introduction

To the detriment of the growing demand of the world's energy consumption nowadays, the generation and use of

energy has become a fundamental issue in the world. The high costs and the increasing use of fossil fuels have led to

everyone's concern about the scarcity of these non-renewable resources [1]. Thus, large industries concerned about the

lack of natural resources have made large investments and efforts in the development of high-performance systems

and devices, to find solutions to reduce energy consumption and improve their efficiency, enabling more efficient

consumption, in addition to avoid damage to the environment and the depletion of resources in the long term [2], [3].

Carbon-based materials are used in several recent studies targeting electrochemical applications, due to their

properties, structure and abundance, together with the fact that they are environmentally benign. Among these

materials, graphene stands out, the most recent allotrope of carbon. Graphene is an ordered material of carbon atoms

in a flat sheet format, forming a monoatomic layer, organized in hexagonal cells, which presents structural properties

such as high electronic mobility and transport unique in nature, with excellent mechanical, chemical and thermal

properties [4], [5].

Conventional fluids in which a suspension of solid particles is used, which can be obtained by dispersing different

nanoparticles of manometric size, with an interval of 1–100 nm, are called nanofluids. Nanofluids consisting of

Graphene nanoparticles (GNP) is one of the most promising fluids in heat transfer, due to its relatively high thermal

conductivity of 5000 W/m. K.
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During the past decades, a wide variety of porous materials have been used to be functionalized with amino species for

CO  capture, but the development of nanoscience and nanotechnology in recent years offers numerous opportunities

and innovative solutions in this field [6], [7]. That is why there is a promising technique that is chemical adsorption on

nanomaterials functionalized with organic molecules that contain amino groups [3]. The use of ionic liquids has

aroused great interest in recent years, both scientifically and technologically, as a consequence of their physicochemical

properties [8], [9]. They are the object of study since they present potential industrial applications, such as lubrication,

due to their high viscosity and their great thermal and chemical stability. Another of its great industrial applications is

as a green solvent, since due to its ionic nature it has a low vapor pressure, which means that it has low volatility, thus

reducing the emission of vapors into the atmosphere and therefore reducing the environmental impact [10], [11], [12].

Carbon nanotubes have also generated great interest at the scientific level because their properties can be modified by

adsorption of atoms or molecules on the outer walls of carbon nanotubes [13], [14]. Then they can obtain changes in

the physical properties of the surface of these nanoparticles, and thus vary their solubility and dispersion [10].

They can be composed of one (single-walled) two (double-walled) or more (multiwalled) seamless, concentric sheets

of graphene consisting of sp2-hybridized carbon atoms coiled into the shape of thin hollow cylinders [15], [16], [17].

The dispersion of carbon nanotubes in a base fluid, in our case, in the ionic liquid 1-ethyl-3-methylimidazolium

dicyanamide (EMM DCA), allows us to obtain fluids with very specific characteristics, helping the development of new

nanofluids [18], [19], [20]. Nanofluids, in other words, are a two-phase system with a solid phase (carbon nanotubes)

dispersed in another liquid phase (EMM DCA). This work focus on the characterization and rheological behavior of the

ionic liquid and its dispersions with different carbon nanotubes, as well as its potential tribological applications, such

as wear protection of metal surfaces.

Section snippets

Materials and methodology

Literature [1] investigated the specimen with the best percentage of ES residue as a cement substitute and its effect

was studied in terms of workability (W) and compressive strength (CS) [21], [22]. Four types of mixing ratios were

prepared with 0%, 5%, 10% and 15%.

In this work, the ionic liquid (LI) 1-ethyl-3-methylimidazolium dicyanamide (EMM DCA) is used, whose molecular

formula is C H N  and its molecular weight is 177.21 g/mol (Fig. 1).

EMM DCA is a yellow liquid solvent formed by…

Preparation of the dispersions

The experimental procedure is shown in Fig. 2. To prepare the dispersions, 0.04 g of nanotubes are mixed in an Agatha

mortar with 1-ethyl-3-methylimidazolium dicyanamide until reaching the 4 g of dispersion required at 1%

concentration [23], [24]. Next, manual grinding is carried out for 10 minutes where a black dispersion is obtained. This

dispersion is transferred to a vial and, subsequently, it is subjected to sonication at 30 °C for half an hour [25], [26].

Finally, the vial corresponding…

Particle size analysis by laser diffraction

Firstly, a study of the distribution of the different types of carbon nanotubes (EMM DCA (I), Aligned (II), multi-walled

carbon nanotubes (MWCNT) (III), single-walled carbon nanotubes (SWCNT) (IV) has been carried out. As a result of the

tests, a volume distribution function is obtained (Fig. 3).

In the previous images it is seen that all the dispersions follow a normal distribution, forming a Gaussian bell, which

shows great symmetry in the distribution of the particles. In the aligned ones, it …

2
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Conclusions

This work studied the feasibility of manufacturing, using and improving the thermal exchange, present in different

types of heat exchangers, through the use of nanofluids with MWCNT. Conclusions are,

• The addition of III and SWCNTs nanotubes improves friction and wears between the steel discs and the sapphire ball

punch and, therefore, improves the lubricating capacity with respect to EMM DCA.…

• Its use can be implemented in different industries, it uses heat exchangers and water as the working…

…
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ABSTRACT
We report pure Piperazinium L-tartrate (PPLT) and methyl orange (MO) dye-
doped PPLT for third-order NLO applications. The crystals were grown by 
slow evaporation solution growth technique at ambient conditions. Both single-
crystal and powder XRD evinces the monoclinic system with space group of 
P21. Formation of PPLT and incorporation of MO dye in PPLT was confirmed 
through Fourier transform infrared (FTIR) study. Calculated hardness number 
and stiffness constant with Vicker’s Micro hardness study portrays the soft nature 
of the title crystals. The decrease in bandgap of PPLT is due to the additional 
energy levels introduced between the valence band and conduction band which 
in turn increases the net polarizability of the crystal. The thermal behavior of the 
PPLT crystal was investigated by thermogravimetric and differential thermal 
analysis (TG–DTA). The third-order nonlinear optical properties such as nonlinear 
refractive index (n2), absorption co-efficient (β) and susceptibility (χ(3)) were 
studied by Z-scan technique at 632.8 nm using He–Ne laser.

1 Introduction

Si-based integrated circuits (ICs), which are dominated 
by Si CMOS technology, have reached their physics 
limit. The influences of quantum effects, parasitic 
parameters, and process parameters on data trans-
mission applications are also reaching their limits, as 
the rapid development of microelectronics has led to 
higher requirements for data transmission technology 
[1–5]. The widespread use of synthetic dyes in various 
industries has reflected in series of risks to the human 
health and aquatic life because of the mutagenic, bio-
accumulative, carcinogenic and toxic properties. In 
addition, discharging dyes into aquatic environment 

decreases the transmission of solar light, decreases 
dissolved oxygen (DO) level, suppress photosynthe-
sis which means a decrease in plant survival. Dyes-
containing wastewater is a significant polluter of the 
environment and has taken more attention because 
most of the dyes are chemically and photolytically 
stable which make them resistant towards tempera-
ture and conventional aerobic and anaerobic biologi-
cal degradation processes [6–10]. The development of 
photonic technology during the past decade has inten-
sified research activities on searching for new materials 
that display unusual and interesting NLO properties. 
New NLO materials are the key elements to future 
photonic technologies, in which their functions can 
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be integrated with other electrical, optical and mag-
netic components that have become important in this 
era of optical communications. The most important 
advantages of organic materials are the possibility of 
unique diversity and the ability to be tailored with a 
variety of chromospheres for the exogenous variables 
that stimulate photonic functions in a desirable man-
ner, therefore, for example, different NLO processes 
can be adopted for applications [11–14]. The applica-
tion of NLO materials are widespread in the field of 
solid-state technology that includes harmonic genera-
tors, optical computing, telecommunications, laser 
lithography, image processing, sensors, diode lasers 
and overall optical systems. The superiority of organic 
materials has been realized because of their versatil-
ity and the possibility of tailoring material properties 
by molecularly engineering them for particular end 
uses [15–19]. In addition, organic materials also exhibit 
large nonlinear figures of merit, high-damage thresh-
olds and ultrafast response time. With these views, 
recently the studies on third-order NLO properties of 
organic molecular and polymeric materials have been 
focused and progressing rapidly [20, 21].

Piperazine is an organic material and it plays an 
important role in the most complex molecules and this 
material is studied well in several fields. Piperazine 
is a secondary amine with a molecular formula of 
C4H10N2. Piperazines were originally named because 
of their chemical similarity with piperidine, which 
is found in the black pepper plant [22]. It is also 
found in a number of biologically active compounds, 
including several marketed drugs and it is considered 
to be a privileged structure in drug discovery, even 
piperazine ring is frequently used as a building block 
for pharmaceuticals [23, 24]. Recently, it has been 
found that some polycationic ligands, including 
piperazine ring, exhibit a substantial degree of 
selective RNA binding [25], not only that, the broad 
family of piperazinium material was subjected 
to crystallographic [26, 27] and vibrational [28] 
investigations. The efficiency of nonlinear response 
from these combinations depends on the choice of 
cation. It suggests that the selection of different cations 
to form a salt with L-tartaric acid can improve the SHG 
activity of the organic salt. In this aspect, molecules 
of six membered ring structure, piperazine (PPZ) 
has been investigated with L-tartaric acid. During 
the combination of tartaric acid with piperazine, two 
proton is transferred from the carboxylic acid group to 
the piperazine nitrogen resulting piperazinium cation 

(PPZ2+) and tartrate anion (Tart2−). Tartrate anions 
provide a rigid environment for the incorporation of 
cations to form acentric salts i.e. NLO materials [29]. 
Moreover, PPLT is basically a transparent material 
and is highly transparent in the visible region. Hence 
addition of organic dyes like methyl orange (MO) and 
it could avail a visible absorption to the host and this 
change in band structure could influence the nonlinear 
absorption behavior of the system. MO dyes find a 
wide range of applications in light-emitting diodes, 
organic semiconductors, photo catalytic activity, waste 
water management, energy storage devices, thermal 
printing, biology, medical fields as wound healing, 
photo dynamic therapy, pharmaceutical chemistry, 
etc., [30–32]. Also, the chromophore of MO shows 
excellent nonlinear optical behavior especially the 
reverse saturable absorption. Therefore, PPLT has 
been chosen as host material for the present work and 
organic azo dye (methyl orange) has been chosen as a 
dopant in order to analyze the changes in the optical 
limiting behaviors. The optical, mechanical, dielectric 
and thermal properties have of the crystal were also 
studied to identify the suitability of the crystal for 
nonlinear optical applications.

2 �Experimental

2.1 �Materials

The substances employed for the cultivation of 
PPLT and MO doped PPLT crystals consist of 
piperazine, L-tartaric acid, and methyl orange (MO) 
(C14H14N3NaO3S). The crystals are cultivated using 
chemicals of analar grade.

2.2 �Crystal growth process

Initially, the saturation point at room temperature to 
grow the pure PPLT single crystals was identified. 
For MO-doped PPLT, the doping concentration was 
taken in the ratio of 1:0.05 M. pH of both pure PPLT 
and MO-doped PPLT solutions were maintained at 
7 and 5, respectively. After 4 h of vigorous stirring, 
both the solutions were filtered and sealed with perfo-
rated sheet and left undisturbed for slow evaporation 
at ambient condition. Figure 1a and b show the har-
vested pure and MO-doped PPLT single crystals after 
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a period of 35 and 45 days, respectively. The molecular 
structure of PPLT was shown in Fig. 1c.

2.3 �Characterization techniques

The thermal stability of the title compound was 
assessed by (Q 500 HI-RES TGA analyzier) TG/DTA 
analysis. The pristine crystals and doped PPLT were 
subjected to single crystal X-ray diffraction (XRD) 
studies using an ENRAF NONIUS CAD4 X-ray 
diffractometer with a MoKa radiation (k = 0.71073 Å). 
Molecular structure and the functional group 
associated with grown crystals were identified by 
Perkin–Elmer Fourier transform infrared (FTIR) 
spectrometer. Mechanical stability of the crystals 
were tested under Vickers Microhardness Tester 
(Shimadzu HMV-2). The absorption and the 

transmission spectra of PPLT and MO-doped PPLT 
were studied between wavelengths 200–1200  nm 
using Perkin-Elmer UV–Vis spectrometer. The third-
order nonlinear optical properties of PPLT crystal 
were measured by Z scan technique.

3 �Results and discussion

3.1 �Thermal, structural and elemental analysis

The thermo-gravimetric (TG) and differential 
thermal analyses (DTA) were conducted under a 
nitrogen environment, spanning a temperature range 
from room temperature to 773  K (Fig.  1d). Upon 
analysing the TGA arc, it was seen that it shows 
a little reduction in weight beginning at 496 K as a 

Fig. 1   Photograph of grown crystals a PPLT; b MO:PPLT; c molecular structure of PPLT; d TG–DTA curves of PPLT; e Single crystal 
XRD pattern of pure and MO doped PPLT crystals; f powder XRD pattern of pure and MO doped PPLT crystals
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result of the deterioration of the PPLT molecule. No 
significant reduction in weight was detected between 
temperatures of 308 K and 507 K, which indicated the 
absence of physically adsorbed liquid. The significant 
reduction in weight seen between 506 and 774 K can 
be attributed to the breakdown of the PPLT molecule 
into gaseous form. The DTA analysis revealed the 
presence of two endothermic reactions occurring 
at temperatures of 535 K and 695 K, which may be 
attributed to the disintegration of the chemical. Since 
no distinct endothermic reaction was detected below 
506 K, it may be concluded that the PPLT undergoes 
decomposition without undergoing a melting process. 
Therefore, the PPLT crystal has the potential to be 
utilised in applications with temperatures as high 
as 506  K. The unit cell characteristics and crystal 
morphology were identified using single crystal 
X-ray diffraction analysis using an ENRAF NONIUS 
CAD4 X-ray diffractometer that was equipped with 
MoKa radiation (k = 0.71073 Å) (Fig. 1e). The PPLT 
crystal is classified as belonging to the monoclinic 
framework, with a space group of P21. The estimated 
lattice characteristics for this crystal are a = 6.4259 Å, 
b = 9.1327 Å, c = 9.3567 Å, and a volume of V = 519.12 
Å3. The calculated cell parameters figures are 
consistent with the values published in the literature 
[33]. When comparing the XRD pattern of MO 
dye doped PPLT crystal with the pure KDP crystal 
structure, it was seen that the 2 theta values shifted 
slightly to the left. This means that the 2 theta values 
fell somewhat, resulting in an increase in the d-spacing 
range. The powder XRD data indicate the presence of 
a monoclinic crystalline unit and a small shift in the 
peak after incorporating MO (Fig. 1f). This is a result 
of the integration of MO dye into the PPLT crystal. The 
methyl orange dye aims to exert dominance over the 
PPLT and enhance its transparency.

3.2 �FTIR analysis

Molecular structure and the functional group associ-
ated with grown crystals were FTIR. Figure 2a and 
b shows the recorded FTIR spectra of pure and MO 
doped PPLT crystals, respectively. The spectra give the 
necessary information about the molecular arrange-
ments of the crystals. The intense and wide band cor-
responding to the stretching vibrations of the hydroxyl 
group, which is strongly involved in hydrogen bond-
ing, is seen at a wavenumber of 3453 cm−1 [34]. The 
peak at 3369 cm−1 corresponds to the O–H vibrations 

that stretch [35]. The C–H stretching vibration is iden-
tified at a wavenumber of 3065 cm−1 [36]. The C–H 
stretching mode vibrations caused by molecular 
orbital (MO) occur at a frequency of 2676 cm−1. The 
peak seen at 1844 cm−1 corresponds to the stretching 
vibrations of the CO band [37]. The in-plane defor-
mations of NH2 are identified by their characteristic 
frequencies of 1645 cm−1 and 1421 cm−1. The presence 
of C–CH in-plane deformations is responsible for the 
peak seen at 1345 cm−1. The spectral band assignments 
of MO-doped PPLT crystals are presented in Table 1, 
which provides additional evidence of the effective 
integration of dye into the host material.

Fig. 2   FTIR spectra of a pure PPLT and b MO-doped PPLT 
crystals

Table 1   Vibration assignments of pure and MO-doped PPLT 
crystals

Vibration Assignments

PPLT Mo doped PPLT

3456 3487 O–H stretching
3134 3094 N–H stretching
2956 2987 CH stretching
2831 2878 CH2 stretching
2776 2756 C-H stretching
1616 1648 NH2 stretching
1567 1578 CH2 stretching
1415 1428 CH2 stretching
784 813 Piperazine aromatic ring
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3.3 �UV–Vis transmittance spectra analysis

UV–Vis–NIR transmission spectral studies of pure and 
doped LLM crystals were carried out using Perkin—
Elmer Lambda 35 double beam UV–Vis–NIR spectro-
photometer in the range of 150–1300 nm. Figure 3a 
shows the transmittance spectrum of pure and MO-
doped PPLT single crystals. One of the most important 
considerations in the choice of a material for optical 
applications is its optical damage tolerance. As high-
optical intensities are involved in nonlinear processes, 
the materials must be able to withstand high-power 
intensities. Crystals possessing high transparency in 
an extensive range of wavelength can be used for opti-
cal device fabrication. MO doping has considerably 
increased the absorbance of PPLT and red-shifted its 
cut-off wavelength to 250 nm. This has resulted in 

decreased optical band gap of the doped crystals. This 
red-shift confirms the addition of a host molecule in 
the parent material. It is a well known fact that the MO 
dye contains one azo group and two phenyl rings. This 
azo group acts as a bridge between two phenyl rings 
and the OH–LT groups of the tartrate molecule. This 
modifies the optical properties of the PPLT crystals. 
Hence, the inclusion of MO dye molecules introduces 
the additional energy levels between the valence band 
and conduction bands. Due to this, the bandgap of 
MO doped PPLT crystals is decreased to 5.69 eV from 
5.96 eV which is for pure PPLT (Fig. 3b). Hence, alter-
ation in band structure along with change in visible 
absorption is observed in MO doped PPLT crystals. 
The dependence of refractive index on photon energy 
below inter band absorption edge (hʋ < Eg) is given 
as [38] n2 (λ) = 1 + E0Ed/(E0

2 − E2
2)1; where E0 = Single 

Fig. 3   a UV–Vis transmittance spectra; b band gap plot; the refractive index dispersion below the energy band gap for c PPLT d MO-
doped PPLT
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oscillator energy, Ed = Dispersion energy, E = hm = Pho-
ton energy. The moments of single oscillator disper-
sion spectra (M−1 and M−3), Static refractive index (n0) 
and Oscillator strength (f) are calculated using the fol-
lowing expression:

Figure 3c and d shows the refractive index distri-
bution below the bandgap energy for pure and Mo 
doped PPLT crystals. Matching experimental evidence 
with straight lines yields the single oscillator energy 
(E0), dispersion energy (Ed), and momentum of such 
oscillator models (M−1 and M−3). Table 2 indicates that 
the single oscillator energy (E0) decreases when MO 
is doped in PPLT crystals. Because it correlates to the 
material’s average bond strength, this number should 

(1)M−1 = E
d
∕E
o
, M−3 = E

d
∕Eo

3

(2)n
o
= �1 + E

d
∕E
o
.f = E

o
E
d

be as low as possible, suggesting that the crystal has 
high nonlinear optical quality.

3.4 �Photoluminescence spectra analysis

Photoluminescence intensity is highly dependent on 
the crystalline and structural perfection of the crystal. 
The dye incorporation in the solid crystal tunes the 
emission of light depending upon nature of dyes and 
their characteristic absorption. Moreover, the fluores-
cence also finds wide application in the branches of 
biochemical, medical and chemical research fields for 
analyzing organic compounds. The excitation spec-
trum was recorded in the range 250–350 nm and the 
sample was excited at 300 nm. The emission spectrum 
was measured in the range 300–500 nm. The emission 
spectrum of pure and MO-doped PPLT is given in 
Fig. 4a. Peaks were observed between 420 and 480 nm 
in the emission spectrum. The result indicates that a 
MO-doped PPLT crystal has a blue fluorescence emis-
sion. The high-luminescence emission intensity in the 
dye-doped crystal shows the good crystalline nature 
as a result of dye doping and it can be useful for opto-
electronic device applications.

Table 2   Dispersive parameters of pure and MO-doped PPLT 
crystals

Sample Ed (eV) E0 (eV) M−1 M−3

PPLT 1.63 4.92 0.2565 0.00498
Ni:PPLT 1.424 5.24 0.2201 0.01883

Fig. 4   a PL spectra; b hardness study; SEM images of c PPLT; d MO:PPLT; Optical etching photograph images; (e) PPLT; (f) 
MO:PPLT
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3.5 �Harness and etching studies

Hardness measurement is a valuable non-destructive 
testing technique for determining the hardness of 
materials [39]. The mechanical stability of the PPLT 
crystal, both in its pure form and when doped with 
MO, was assessed by Vickers microhardness tests. The 
indentations were meticulously created with a dwell 
duration of 10 s, employing weights ranging from 10 
to 100 g. The researchers measured the average length 
of the diagonal and calculated the Vickers Hardness 
number (VHN) using the formula Hv = 1:8544P/d2 
Kg/mm2, where ’P’ represents the force exerted 
in kilogrammes and ’d’ represents the width of the 
diagonal of the indentation imprint in micrometres. 
The relationship between the hardness number (Hv) 
and the load (P) for the PPLT crystals doped with MO 
is seen in Fig. 4b. Both pure PPLT and MO doped PPLT 
exhibit an increase in hardness as the applied load 
increases, thereby confirming the reverse indentation 
size effect (RISE) [40]. By incorporating MO into 
PPLT by doping, a significant enhancement in the 
hardness measurement was seen. This phenomenon 
occurs because the MO dye, being a large molecule, 
occupies the empty spaces inside the PPLT crystal 
structure, leading to a densely packed lattice. The SEM 
provides information relating to morphology, phase 
distribution and crystal structure The SEM images for 
the pure and MO-doped PPLT crystals were recorded 
and are display in Fig. 4c and d. The SEM images 
of all the samples are agglomerated morphology. 
All the particles are uniformly distributed, however 
some of the particles in all the samples were found 
to be in regular shapes (spherical). In addition, the 
second metal doped is more agglomerated than pure 
samples. Etching is the selective dissolution of the 
crystal which reveals the crystal symmetry and lattice 
defects [41, 42]. Etch patterns observed on surface 
such as spirals, hillocks and step pattern, etc. yield 
considerable information on the growth process and 
growth mechanism of the crystal. When a surface is 
etched, well-defined etch patterns are produced at 
the dislocation sites. The etching studies were carried 
out on the grown crystals of pure and MO-doped 
PPLT crystals using polarized high-resolution 
optical microscope. The surfaces of the samples were 
polished and then etched in doubly distilled water at 
room temperature for 10 s. Then dried with a filter 
paper and examined under an optical microscope in 
reflection mode. Figure 4e and f illustrate the typical 

etch patterns observed on the pure and MO doped 
PPLT crystals. The etching shows predominant 
straight striations on the grown crystal. The size of 
the pit increases with the increase of etching time. 
The pit pattern remains the same. The observed etch 
pits are due to the layered growth of the crystal. This 
shows how the crystal would have been formed from 
the solution.

3.6 �Dielectric study

The dielectric constant (ε) and dielectric loss (tan 
δ) of both pure and doped crystals were measured 
using the usual parallel plate capacitor method. The 
experiments were conducted at various tempera-
tures ranging from 30–50 °C and in the frequency 
range of 50 Hz–5 MHz. An LCR metre (HIOKI 3536) 
was used for the tests. A flat PPLT crystal, which 
had been farmed and doped with MO, underwent 
polishing. The opposing faces of the crystal were 
then covered with graphite to provide a highly 
conducting surface layer, facilitating Ohm’s con-
tact. The sample’s capacitance was determined by 
altering the frequency range from 50 Hz to 5 MHz. 
The dielectric constant was determined by apply-
ing the formula ɛʹ = Cd/(ɛ0A). The variables in the 
equation are defined as follows: A represents the 
area of the crystal plate, d represents the thickness 
of the crystal, and ɛ0 represents the permittivity of 
the dielectric of free space. Figure 5a–d illustrates 
the dielectric value of both pure and MO-doped 
PPLT crystals. The plot demonstrates a reduction 
in the dielectric constant as the frequency increases, 
reaching a saturation value in the upper frequency 
range. The high dielectric constant at low frequency 
is attributed to the existence of several forms of 
polarisation, including electronic, ionic, orientation, 
and space charge. The space charge polarisation is 
contingent upon the level of purity and flawless-
ness of the sample. The impact of this phenomenon 
is significant under high temperature conditions, 
although it is not discernible in the low frequency 
range. Crystals possessing a high-dielectric con-
stant result in the dissipation of power. Materi-
als with low dielectric constant have little losses, 
making them suitable for high-speed electro-optic 
modulations [43]. The frequency-dependent dielec-
tric loss of pure MO-doped PPLT is seen in Fig. 5c 
and 5d. The presence of low dielectric loss at high 
frequencies in a particular sample indicates that 
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the sample has improved optical quality and fewer 
flaws. This property is crucial for the effective use 
of nonlinear optical materials [44]. MO-doped 
PPLT single crystals exhibit higher dielectric loss 
in comparison to pure PPLT crystals. The increase 
in polarisation in the MO-doped PPLT single crystal 
may be attributed to the rise in dipole moment per 
unit volume.

3.7 �AC conductivity test

The LCR metre was employed to quantify the alternat-
ing current (AC) conductivity of both pure PPLT and 
MO-doped PPLT crystals throughout a temperature 
range of 323 K to 373 K, using a fixed frequency of 
1 kHz. A damp cloth polishing sheet was utilised to 
both cut and polish the samples. Effective connections 
to electricity are established using silver-plated elec-
trodes positioned on opposing surfaces. The amount of 
resistance values were directly acquired from the LCR 

metre. The alternating current (AC) conductivity was 
calculated using the formula: AC = 2fCt/A, where f rep-
resents the frequency of the applied field. Figures 6a–d 
depict the alternating current conductivity, dielectric 
constant, and dielectric loss of pure PPLT and MO-
doped PPLT crystals at different temperatures. The 
alternating current (AC) conductivity has a positive 
correlation with increasing temperature, and it further 
increases upon the introduction of MO doping. Metal-
lic oxides (MO), which facilitate the mechanism of free 
electrical conduction within crystals, are accountable 
for the enhanced alternating current (AC) conductiv-
ity. The plots in Fig. 6c and d depict Jonscher’s results 
for pure and doped PPLT crystals, demonstrating the 
highly dispersive nature resulting from the presence 
of only alternating current (AC) conductivity [42, 45, 
46]. The values of s and A are determined based on the 
slope and intercept of the plots stated above. Table 3 
presents the Jonscher’s plot parameters for pure and 
MO-doped PPLT crystals.

Fig. 5   Variation of dielectric constant as a function of frequency a PPLT; b MO:PPLT; Dielectric loss of c PPLT; d MO:PPLT crystals
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3.8 �Z‑scan measurement

The nonlinear absorption (NLA) and nonlinear refrac-
tion (NLR) of pure PPLT and MO-doped PPLT were 
measured using open aperture (OA) and closed aper-
tures (CA) Z-scan experiments, respectively. The third-
order nonlinear optical (NLO) susceptibility was also 
found. The 785 nm spectrum continuous wave laser 
beam, with a peak power of 50 mW, was focused and 
transmitted through the grown material. The sample 

was transferred onto the sample stage, moving from 
the source to the detector in the same direction as 
the beam transmission. The beam’s penetration was 
measured at the far field for several sample place-
ments, both with and without an aperture in front of 
the detector. Subsequently, a graph was constructed 
correlating the transmittance with the location of the 
sample. Figure 7 illustrates the CA mode of PPLT and 
MO doped PPLT. Nonlinear absorption is often caused 
by several phenomena, including saturable absorption 
(SA), reverse saturable absorption (RSA), which is a 
result of two-photon absorption (2PA), multiphoton 
absorption (MPA), excited-state absorption (ESA), 
or free carrier absorption (FCA) [47]. The presence 
of reverse saturable absorption (RSA) is revealed by 
the valley-like optical absorption (OA) curve of pure 
and MO-doped PPLT, as shown in Fig. 7a and b. The 
closed aperture (CA) approach allows for the observa-
tion of either the negative or positive lens, which leads 
to either self-defocusing or self-focusing behaviour of 

Fig. 6   a and b AC conductivity of PPLT and MO-doped PPLT; Jonscher’s plot of c pure PPLT crystal d MO-doped PPLT crystal

Table 3   Josher’s plot parameters pure and MO-doped PPLT 
crystals

Tempera-
ture (K)

S-Parameter A × 10−9 (s.m−1.rad−n)

PPLT Ni:PPLT PPLT Ni:PPLT

323 0.57612 0.44090 2.4 78.1
353 0.53491 0.47651 3.2 86.9
373 0.51201 0.40897 4.4 143.7
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Fig. 7   Z-scan spectra of a PPLT; b MO:PPLT (open aperture); c PPLT; d MO:PPLT (close aperture)

Table 4   Optical details of Z- scan setup and measured parameters

Laser beam wavelength (λ) 632.8 nm
Lens focal length (f) 8.5 cm
Optical path distance (Z) 117 cm
Aperture radius (ra) 2 mm
Spot-size diameter in front of the aperture (ωa) 1 mm
Incident intensity at the focus (Z = 0) 15 MW/cm2

Sample thickness (L) 2 mm
Effective thickness 1.81 mm

Nonlinear refractive index (n2) PPLT MO doped PPLT

10–7 cm2/W 3.17 3.11
Nonlinear absorption coefficient (β)cm/W 1.35 1.99
Third-order nonlinear susceptibility (χ3) 1.41 2.87
10–3 esu
Figure of Merit (FOM) 28.91 20.92
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the sample (see Fig. 7c and d). The higher values of 
the third-order nonlinear optical (NLO) coefficients in 
MO-doped PPLT compared to PPLT may be attributed 
to the enhanced delocalized movement of p-electrons 
caused by the dye. This, in turn, leads to an increased 
net polarizability of the MO-doped PPLT [48]. The 
parameter values are displayed in Table 4.

4 �Conclusion

Good quality single crystals of pure and MO dye 
doped PPLT were grown from aqueous solution by 
slow evaporation method. The lattice parameter 
was confirmed by single crystal X-ray diffraction 
(XRD) and it belongs to the monoclinic system 
with the space group of P21/c. The FTIR spectral 
analysis confirms the functional groups present in 
the grown crystal. UV–Vis NIR spectrum shows 
that the crystal becomes transparent in entire 
visible region and the cut-off wavelength is found 
to be 250 nm. The optical band gap was calculated 
using Tauc’s plot and it was found to be 5.96 eV 
and 5.69 eV for PPLT and MO doped PPLT single 
crystals, respectively. The MO dye-doped crystals 
have strong absorption in the visible region and 
high transmittance in the near-IR region, since it 
acts as a good candidate for optical applications. 
The high luminescence emission intensity in the 
dye-doped crystal shows the good crystalline 
nature as a result of dye doping. From the dielectric 
study, it is observed that dye-doped crystal has 
higher dielectric constant and lower dielectric 
loss at various temperatures. The higher values of 
dielectric constant with low losses concluded that 
the title crystal is more useful for optoelectronic 
and NLO applications. Z-scan experimental result 
confirms the relatively large value of nonlinear 
optical absorption (β) and refractive index (n2) and 
hence MO doped PPLT crystal has large value of 
third order nonlinear susceptibility (χ(3)) which is 
most suitable for optical limiting applications. The 
results obtained from the various studies suggest 
that the MO-doped PPLT crystal may be suitable 
for the device fabrication like optical limiting and 
photonic devices.
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Design, Synthesis, and Anticancer Activity of N-1 Terminal
Segment of α-(2, 5,7-Tri-tert-butylindol-3-yl)alanine-
Incorporated Short Peptides
Rajavenkatesh Krishnamoorthy,*[a] Meenakshi Singh,[b] Parthiban Anaikutti,[c]

Mahesh Chand Pavar,[d] Esthar Selvaraj,[e] Saravanakumar Rajagopal,[e] and
Rajendran Babhu Vignesh[f]

Using a minimallised approach,we designed and synthesized N-
terminal modified peptides W-KRGNKWLA-CONH2 (P1) and W-
ARGDGGNGRGA-CONH2 (P2) using Fmoc-Chemistry solid phase
peptide synthesis protocol. High-performance liquid chromato-
grams and mass spectrometry (LCMS and analytical HPLC) were
employed to determine the purity and molecular weight of the
peptide. Surface tension measurements are used to evaluate
peptide surface activity. The primary structure of the peptideis
anlaysed by NMR spectroscopy. Circular dichroism studies
demonstrate that the secondary structure of the peptide
changes minimally when it attached to anionic lipid bilayers
(POPC : POPG). According to a steady-state fluorescence experi-

ment, peptides P1 and P2 preferentially interact with anionic
(POPC : POPG) lipid bilayers rather than zwitterionic (POPC) lipid
bilayers. The peptide P2 interacts preferentially with anionic
lipid membranes and has an anticancer effect due to RGD and
NGR binding motifs. The cytotoxicity of the MTT experiment
demonstrated that both normal and cancerous cells could lower
peptide concentrations below their IC50 levels. Molecular
docking also supports in-vitro anticancer research. Both pep-
tides P1 and P2 were non-toxic to vero cells and appeared to
be more promising as it demonstrated wide spectrum anti-
cancer activity.

1. Introduction

Cancer is one of the leading causes of death worldwide,
according to a recent global assessment, and the emergence of
several chemotherapy drugs is based on its mechanism.[1]

Anticancer drugs have limited efficacy against cancerous cells.[2]

Despite these therapeutic limitations in cancer, it remains one
of the most promising techniques for reducing systemic side
effects in normal cells.[3,4] Numerous natural or manufactured

cationic linear or cyclized peptides with extensive antibacterial
and anticancer action have been identified.[5,6] In this regard, a
new class of 5-fluoro-2’-deoxyuridine prodrugs conjugated with
the cyclic peptide CNGRC synthesized and showed good
antiproliferative activity.[7] The monomeric and dimeric
NGR-64Cu-labeled peptides were synthesized by the Chen et al.
group and remarkably used for microPET imaging of CD13
receptor expression.[8–10] Surface receptors such as ανβ3 and
ανβ5 integrins are extremely attractive to cancer cells, owing to
their strong binding affinities with the peptides indicated
above.[11,12] APN (or) CD13,[13] VEGFRs (vascular endothelial
growth factor receptors),[14,15] and matrix metalloproteinase‘s
(MMPs).[16] Furthermore, certain biological marker techniques
have been developed based on peptide binding to cancer cell
receptors. These indicators’ differential expressions have been
extensively researched and employed as appealing targets for
selective drug delivery.[17–20] Simple terminal modifications such
as C-terminal amidation, N-terminal acetylation, and end-label-
ing have contributed to the alteration of the properties of
antimicrobial peptides (AMPs) and anticancer peptides (ACPs),
improving the screening of these selective peptide variants
towards anticancer and antibacterial properties based on their
sequence design method.[21–23] Any N-terminal peptide labelling
procedure might, in theory, monitor the stepwise synthesis of
peptides. In contrast, they have been coupled to doxorubicin,[24]

cisplatin,[25] and molecular imaging probes such as the cyanine
dye Cy5.5,[26] FITC,[27] dansyl,[28] and rhodamine,[29] which have
also been reported in the literature. A few studies have
suggested that cancer cell membranes differ from normal cell
membranes due to aberrant anionic components.[30–32] The RGD
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and NGR tripeptide motifs have recently been linked to cancer
cell-selective binding due to their affinity for integrin and
aminopeptidase N (CD13) receptors.[33–37] As a result, numerous
tumour-homing peptides have been developed that target RGD
or NGR motifs.[38–42]

Based on the spatial position and arrangement of trypto-
phan-active peptide adsorption and activity, the previous study
found that the mode of action of anticancer peptides against
different cancer cells influences the diverse structural orienta-
tions acting on the membrane.[43,44] The sensitivity and polarity
of the tryptophan environment make the emission/
fluorescence properties essential for the potential biological
study of peptides and their dynamic properties.[45]

From the above literature reviews, we have predicted that
incorporating both RGD and NGR motifs in peptide sequences
would increase the anticancer activity.This study aims to design
and synthesize two N-terminally modified peptides based on
NGR and RGD motifs, W-KRGNKWLA-CONH2 (P1) and W-
ARGDGGNGRGA-CONH2 (P2). Figure 1 depicts the expected final
structures of the W-based peptides P1 and P2. Surface tension
tests revealed that peptides had detergent-like surface-active
capabilities due to their high hydrophobicity and cationic
nature.We use circular dichroism biophysical and steady-state
fluorescence investigations to look at the dynamic structural
changes of peptide and lipid model membranes as well as
peptide-lipid-membrane interactions. Because of the presence
of NGR and RGD residues, the molecular docking data
demonstrate that peptides P1 and P2 preferentially bind to the
anionic lipid bilayer (POPC : POPG) over the zwitterionic (POPC).
To that purpose, synthetic peptides (P1 and P2) having strong
interactions with topoisomerase, catalase, and estrogen syn-
thase were examined for cancer cell killing using MTT assay
results; all peptides P1 and P2 showed anticancer activity. For
better results of their IC50 values regarding the selectivity of the
peptides for cancer cells, the assessment of their cytotoxic
properties in three human cell lines was provided.

2. Materials and Methods

2.1.Chemical and reagents

The MBHA Rink amide resin, diisopropylethylamine, 1-hydrox-
ybenzotriazole, 3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-tet-
razolium bromide, trifluoroacetic acid, thioanisole, and ethane-
dithiol, as well as the peptide synthesis vessel, were purchased
from Sigma Aldrich - Merck Chemicals Pvt. Ltd. The lipids
employed in this study, such as 2-oleoyl-1-palmitoyl-sn-glycer-
ol-3-phosphocholine (POPC) and 2-oleoyl-1-palmitoyl-sn-glyc-
ero-3-phospho-rac-(1-glycerol) sodium salt (POPG), were pur-
chased from Sigma Aldrich Chemical Inc. Lipids in Alabama.
From Spectrochem Pvt. Ltd. (Mumbai, India), solvents such as
acetonitrile, water, dichloromethane, dimethylformamide,
chloroform, and methanol were purchased. Water from the
NANO pure A filtration system was used to make buffer
solutions. In this investigation, all of the compounds were used
without further purification.

2.2. Peptide Synthesis

Both peptides were synthesized using MBHA Rink amide resin
and the Fmoc-chemistry process. The rink amide resin was
neutralized using a 5 % DIPEA solution. To synthesize all
peptides, all amino acids were linked as HBTU with one
equivalent of HOBT and 2.5 equivalents of DIPEA. When the
synthesis was finished, the Fmoc protective moiety was
removed using 20 % Piperidine in DMF. To initiate N-terminal
coupling, the resins were subjected to 2,5,7-tri-tert-butylindol-3-
yl)alanine (W), accompanied by HBTU (1.0 eq.), HOBT (1.0 eq.)
and DIPEA (2.5 eq.), for peptides P1 and P2 at ambient
temperature.[46] Before drying under vacuum, the resin was
carefully washed with suitable solvents such as dimethylforma-
mide, dichloromethane, acetic acid, and diethyl ether. The

Figure 1. The schematic line structure of synthetic peptides P1 and P2. Both peptides started with MBHA Rink amide resin (0.2 mmol), 20 % piperdine in DMF,
Fmoc-Aminoacids (1.0 mmol), HBTU (1.0 mmol), HOBT (0.8 mmol), DIPEA (1.5 mmol).
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peptides were extracted from the resin for nearly two hours at
room temperature using a combination of trifluoroacetic acid,
thioanisole, and ethanedithiol (9.0 : 0.5 : 0.5, v/v). The crude
peptide was obtained after filtration of the cleavage mixture,
concentration, and drying with diethyl ether. The crude peptide
was then centrifuged and dried with air before being kept at
4 °C. As a result, the molecular mass of the synthesized peptides
was determined using a MALDI-TOF apparatus (Microflex LT,
Bruker Diagnostics, Germany) and ESI-MASS spectrum analysis
and the structure of the both peptide analysed by NMR
spectroscopy (Bruker 500 MHZ).

2.3. Reversed-phase high-performance liquid
chromatography (RP-HPLC)

At room temperature, the purity of the produced peptides was
determined using RP-HPLC (Waters 1525 Binary HPLC) equipped
with a C-18 reverse-phase column (4.6 mm×150 mm). Before
injecting the sample, the column was thoroughly cleaned with
solvents. The peptide solution was injected into the column in
25 μL at a concentration of 3 mg mL-1. The samples were eluted
in the following manner: 5–15 min, an isocratic elution of 95 %
eluent A (0.1 % trifluoroacetic acid (TFA) in water) and 5 %
eluent B (0.1 % TFA in acetonitrile); 15–40 min, a linear gradient
elution to 5 % eluent A and 95 % eluent B; 40–48 min, a linear
gradient elution back to 95 % eluent A and 5 % eluent B for all
peptides.The flow rate was set at1 mL per minute, and the
wavelength of the UV detector was 280 nm. The retention time
of peptides (P1 & P2) are given in Table 1.

2.4. Surface Activity

The surface-active properties of the prepared peptides were
estimated by calculating their surface tension (π, mN/ m) at the
air/water interface using a multiwell plate with the Micro trough
X instrument (Kibron Inc., Helsinki, Finland). The multiwall plate
was thoroughly washed, and 350 μL of 10 mM Tris buffer
(containing 150 mM NaCl, pH 7.4) was added. After injecting
peptide solution (10.0 μM) into the subphase via a micro-
syringe, the surface tension was examined using a Wilhelm
plate attached to a Delta Pi microbalance (Kibron Inc., Helsinki,
Finland). All the experiments were performed at 20�1 °C.

2.5. Preparation of Small Unilamellar Vesicles

Sonication was used to create small unilamellar vesicles (SUVs).
POPC and a POPC : POPG (1 : 1) mixture of synthetic lipids were
dissolved in a chloroform : methanol (9 : 1) mixture and dried
under a N2 environment. The dry lipids were dehydrated to a
concentration of one milliliter in PBS buffer (10 mM sodium
phosphate, 150 mM NaCl, 2 mM EDTA, pH 7.4) and vigorously
mixed with a vortex mixer before being stored for 15 minutes
under sonication in an ice-water bath at 25 °C using an
ultrasonic device with a titanium tip. When the lipid suspension
was clear, an aliquot was tested for vesicle dispersion using
dynamic light scattering measures (N4 Plus, Coulter Corpora-
tion, USA), which confirmed the presence of a considerable
population of smaller unilamellar vesicles. As a result, the little
unilamellar vesicles.The small unilamellar vesicles thus obtained
were used for binding experiments without delay.

2.6. Fluorescence spectroscopy

The steady-state fluorescence emission spectra of the peptides
and peptide-lipid mixes were acquired using an Agilent
Technologies Cary Eclipse Fluorescence Spectrometer. The
intrinsic fluorescence of the peptides’ modified tryptophan (W)
was used to determine the extent of lipid binding. The
excitation wavelengths for peptides P1 and P2 were adjusted to
280 nm with a bandwidth of 5 nm. After repeated quantities of
lipids were added to the peptide solution (10.0 μM for peptides
P1 and P2), spectra were recorded in PBS buffer for 5 minutes
to allow for an equilibrium-binding peptide.

2.7. Circular dichroism analysis

A JASCO J-715 spectropolarimeter was used to study circular
dichrosim spectra. The sample was collected in a quartz cuvette
(path length= 0.1 cm) with a peptide/lipid (SUVs) ratio of 1 : 50
and 1 : 100. At 25 °C, measurements were taken at a scan rate of
50 nm/min from 197 to 250 nm. The spectra were normalized
for concentration and path length by subtracting an average of
four scans of each control sample without peptide from buffer
and SUVs with the corresponding peptide sample. Peptides P1
and P2 (10.0 μM) were incubated with SUVs (64 μg) in PBS
buffer solvent at room temperature for approximately 4 mi-
nutes before collecting CD spectra.

Table 1. The sequence of peptides and their properties.

Peptide name Peptide sequence Molecular weight (calculated) HPLC retention time (min) Net charge

P1 W-KRGNKWLA-CONH2 1323.8400
(1323.8543)

25.7 + 4

P2 W-ARGDGGNGRGA-CONH2 1339.7503
(1339.7500)

24.1 + 2
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2.8. Cell cultures

The peptides were tested for anticancer activity against various
cancer cell lines, including HeLa-derived cell lines (Hep-2),
hepatocellular carcinoma cell lines (HepG2), human skin cancer
cell lines type 3 (A375), and breast cancer cell lines (MCF-7), as
well as cytotoxicity to normal cells. All of the cells were
obtained from the National Centre for Cell Sciences (NCCS),
Pune, India. At a plating density of 10,000 cells per well, cells
were treated in 96-well plates in 100 μL of media containing
5 % FBS. It was incubated for 48 hours before adding chemicals
at 37 °C, 5 % CO2, 95 % air, and 100 % relative humidity.

2.9. Anticancer activity MTT Assay

The synthesized peptides were evaluated for their anticancer
properties against human cancer cell lines (Hep-2, HepG2, A375,
and MCF-7) using a 3-(4,5 dimethythiazol-2-yl)-2,5-diphenyl
tetrazolium bromide (MTT) assay and compared to positive
control. For the screening test, the cells were treated in 96-well
plates in 100 μL of medium comprising 5 % FBS at a plating
density of 10,000 cells/well and incubated at 37 °C, 5 % CO2,
95 % air, and relative humidity (100 %) for 48 hours before
adding peptide compounds. After 48 hours, compounds were
added at various concentrations and incubated at 37 °C, 5 %
CO2, 95 % air, and relative humidity (100 %) for 48 hours.
Triplicates were kept, and the medium without the sample
acted as a control. After 48 hours, 50 μL of MTT (5 mg/mL) in
triple distilled water was added to each well and incubated at
37 °C for 4 hours. The medium with MTT was drained, and the
formed formosan crystals were solubilized in 100 μL of DMSO,
and then the absorbance at 570 nm was measured using a
microplate reader (Bio-Rad, USA). The potential of the designed
peptide to specifically target the cancer cells was analyzed
using a confocal fluorescence microscope (Leica Microsystems,
Germany) to image the peptide localization in both normal and
cancer cell lines. The percent of cell inhibition was determined
using the following equation formula (1) and summarized in
Table 2.

Cell inhibition ð%Þ ¼

100-Absorbance ðSampleÞ=Absorbance ðcontrolÞ � 100
(1)

2.10. Molecular docking of synthetic peptides

Once a complex has been optimized synthetically and bio-
logically, molecular docking studies strengthen the molecular
mechanism, interactions, and binding of protein-synthetic
peptide complexes. So, to study these complexes, protein
structures were retrieved from the protein data bank with PDB
ID:3ERD and PDB ID:5GWK. (https://www.rcsb.org). The retrieved
structures and designed peptides (P1 and P2) were prepared by
using the Protein Preparation Wizard utility in Maestro.[47] To
minimize, an Optimized Potential for Liquid Simulations-4
(OPLS-4) force field was used.[48] PROPKA algorithm was used to
predict and analyze, the protonation state of ionizable residues
and the tautomeric ionizationstates of His residues of proteins
and synthetic peptides, respectively.[49]

2.11. Receptor Grid Generation and Molecular Docking
Studies

Receptor grid generation is the primary step before docking.
The grid box is the centroid of residue (28 Å). For grid
generation,default parameters, grid for peptide docking, and
OPLS-4 were used. The glide docking program and SP peptide
docking mode were used for molecular docking.[47]

3. Results and Discussion

3.1. Peptide Design and Synthesis

Recently, in current clinical research development, the Asn-Gly-
Arg (NGR) and Arg-Gly-Asn (RGD) motifs containing many
antitumor homing peptides have been developed, owing to its
strong binding to aminopeptidase N (APN) or CD13 receptor
and integrin protein types.[33–42] Thus, to demonstrate our
suggestion, two short peptides, W-KRGNKWLA-CONH2 (P1) and
W-ARGDGGNGRGA-CONH2 (P2), were synthesized at the N-
terminus with α-(2,5,7-tri-tert-butyl) tryptophan (W) having RGD
and NGR sequences (to enhance the anticancer activity) and
synthetic yield of the peptides having 90 %. To create peptides
using the conventional solid-phase peptide synthesis method,
we used Fmoc-aminoacids and MBHA Rink amide resin. We
added lysine and alanine residues to the N-terminus before
conjugating modified tryptophan residues, which are likely to

Table 2. Anticancer activity of peptides.

S.No In Vitro anticancer studies (IC50, μM)

Peptide sequence Hep-2 HepG2 MCF-7 A375 Vero

1 W-KRGNKWLA-CONH2 (P1) 12�0.6 33� 0.9 22� 3.5 34�1.5 43�6.5

2 W-ARGDGGNGRA-CONH2 (P2) 9�0.05 11�3.0 12�0.51 23�2.1 38�3.2

3 Doxorubicin 10�0.2 1�0.08 0.5�0.12 12 �0.15 16�1.5

aResults are the average of three independent experiments. Hep2- Laryngeal carcinoma; HepG2-hepatocellular carcinoma; MCF-7- Breast carcinoma; A375-
Human skin cancer; Vero-Normal cell.
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increase cell penetration. Figure 1 depicts the peptides’ final
structure, which was supported by an NMR spectroscopy
analysis (Supplementary Figures S1–S4). The N-terminal labeling
and formation of 7 amide back-bone protons appeared at δ
8.6–7.2 ppm, side chain aromatic protons were located at δ 7.2–
6.7 ppm, aliphatic protons δ 4.5–1.27 ppm for P1 and 10 amide
back-bone protons appeared at 8.5–7.3 ppm side chain aro-
matic protons δ 7.3–6.7 ppm, aliphatic protons were located at
δ 4.5–0.5 ppm, for P2 are observed in the 1H-NMR spectrum
(Supplementary Figures S1 and S3) and 2D TOSCY NMR spec-
trum (Supplementary Figures S2 and S4) of both peptides P1
and P2, which confirmed the total correlation between the
peptide sequences from the cross peaks and diagonal peaks.
The peptide P1 and its purity and molecular weight and purity
of the peptide P1 and P2 were confirmed by mass spectroscopic
analysis and HPLC chromatograms. As a result, the purity of the
peptides P1 and P2 is 98.5 % in Figure 2A. ESI mass spectro-
metric analysis of peptide P1 showed the m/z value to be
1323.8400, which matched well with the calculated m/z value
(1323.8543), and similarly, the calculated mass (m/z=

1339.7500) of peptide P2 was confirmed by MALDI mass
analysis (m/z =1339.7503) in Figure 2B.

Based on membrane binding studies, we predicted that
peptides with a greater degree of surface activity would
generally have a higher affinity for the lipid membrane.

Additionally, NGR and RGD peptides have a strong and selective
binding relationship to membrane receptors, including APN/
CD13 and v3, which are significantly increased in the majority
of tumour cells, making them predominantly tumour-specific.
These characteristics led us to investigate the in vitro binding
and penetrating capabilities of the cell membrane. The
anticancer activity of the synthesized peptides was tested using
human cancer cell lines such as Hep-2, HepG2, A375, MCF-7,
and Vero cells.[50] Using a confocal microscope, the N-terminally
modified amino acid-containing peptides’ capacity and selectiv-
ity for uptake by cancer cells were examined. To evaluate the
cytotoxic activity of these synthesized pentameric peptides
containing aminopeptidase N (CD13) binding motif and Asn-
Gly_Arg (NGR) motif, we performed a set of assays and found
that these peptides are showing potential activity toward
cancerous cells (Table 3). In contrast to that, we found out that
out of four different cancerous cell lines, (HepG2, MCF-7, HeP-2,
and A375), the P1 and P2 are most active towards Hep-2 cells.
The potential inhibitory concentration (IC50) for P1 and P2 on
HeP-2 cell lines is at 9.06 and 12.5 μM when compared to FDA
approved drug Doxorubicin without showing toxic effects to
normal Vero cell (Figure 3). These results suggest that, that the
anticancer effect of the peptides is caused by their greater
hydrophobicity and surface activity. These characteristics en-
courage more effective electrostatic interaction-based peptide

Figure 2. (A) RP-HPLC profiles and (B) Mass spectrum of peptides P1 and P2.

Table 3. Table representing Docking score and interactions shown by peptide P1 and peptide P2 when docked in 3ERD and 5GWK.

PDB ID Ligand SP Gscore (kcal/mol) Interactions

3ERD P1 � 7.691 Gln 375, Lys 362, Asn 359, Glu 380, Glu 542, Hid 555

P2 � 9.916 Leu 549, Hid 555, Glu 380, Glu 542, Asp 538, Asp 351; Tyr 537, Asn 348 (Water mediated H-bond)

5GWK P1 � 9.732 DNA intercalator; DG13, DC11

P2 � 11.121 DNA intercalator; DG 13, DC12, DC11, DG10, and Arg 804
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binding to the outer membrane of cancer cells. As a result,
these peptides could be employed to efficiently localize them
on the surface of cancer cells and kill them. Peptide P2 (W-
ARGDGGNGRGA-CONH2), on the other hand, has lower IC50

values than peptide P1 (W-KRGNKWLA-CONH2). These IC50

values are nearly identical to the inhibitory value of Doxorubicin
(Table 2).[51,52] The peptide P2’s improved capacity to reduce
water surface tension correlates well with the lower IC50 values

obtained for peptide P2. This selectivity towards cancerous cells
suggests that these peptides can bind to protein-expressed in
cancerous cells than normal tissues (Table 2) which is further
validated via molecular docking studies.

Figure 3. Cell viability assay: normal Vero cell and cancer cells (Hep-2, HepG2, A375, and MCF-7) showing no cytotoxic effects against normal cells. sacle bar 2
microns.
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3.2. Surface activity property of peptides

Numerous bioactive peptides, particularly antimicrobial pepti-
des, have been found to have detergent-like surface-active
properties. The air-water interface is where these peptides
exhibit interfacial action.[53,54] The capacity of peptides to
permeabilize lipid bilayer membranes has been linked to their
interfacial activity. We observed changes in the surface tension
of the Tris buffer solution when the synthetic peptides
(10.0 μM) were added. The interfacial affinity of peptides was
determined using the observed fluctuation in surface tension.[55]

The surface tension reduced over time after the addition of the
peptide to the buffer‘s sub-phase, as depicted in Figure 4, and it
eventually achieved its equilibrium value. At 20 °C, the Tris
buffer surface tension was 58.87 mN/m. The surface tension
attained equilibrium after injecting P1 and P2 into the Tris
buffer sub-phase, and the equilibrium surface tension values
were observed to be 48.45 mN/m and 50.42 mN/m, respec-
tively. This concludes that, P1 and P2 are surface active (P2<
P1), and upon addition of 10.0 μM, the surface tension of Tris
buffer decreased by 10.42 mN/m and 8.45 mN/m respectively.[56]

3.3. Secondary structure of peptides

We acquired the circular dichroism spectra of P1 and P2 in a
trisbuffer at room temperature to better understand the nature
of peptide-lipid interactions in the peptides’ cell-selective
interactions. P1 may have a random coil structure because a
neat solution of P1 (10.0 μM) in a tris buffer revealed a single
negative minimum at 198 nm (Figure 5). P1 and P2 both
showed a single negative minimum at 200 and 204 nm,
respectively, when POPC SUVs (64 μg) were added before being
tested in a tris buffer (Figure 5). The CD profiles of P1 and P2
were not appreciably changed by POPC vesicles. When peptide
P2 was added to the anionic POPC : POPG vesicles, it indicated
that the peptide backbone had been reoriented to create a
more ordered secondary ß-structure on the anionic lipid
membrane and that P1 had slightly changed to an orderly
structure.[57]

Figure 4. Surface activity is achieved from peptide adsorption to the air/water interface. The surface tension of Tris-HCl buffer (58.87 mN/ m at 20�1 °C)
decreases once peptides P1 and P2 (10.0 μM) are injected into the subphase of the buffer. The observed surface tension decreased for P1= 10.42 and
P2= 8.45 (mN/m).

Figure 5. Circular dichroism spectra of peptides P1 and P2 (10.0 μM) in PBS buffer (1), and with small unilamellar vesicles of POPC (2) and POPC : POPG (3).The
lipid concentration was 64 μg/mL.
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3.4. Mechanism of cancer cell-selective binding of peptides

The capacity of the N-terminally modified peptides to attach to
membranes was verified using steady-state fluorescence meas-
urements. The electrostatic interaction between the anionic
membrane (POPC : POPG) and the zwitterionic membrane
(POPC), as suggested by extensive studies on the mechanism of
killing bacteria and cancer cells by membrane-active peptides,

would be a crucial element in eliciting their antibacterial and
anticancer activity.[56,57] So, using tiny unilamellar vesicles (lipid
bilayer membranes) made of POPC and a POPC : POPG (1 : 1)
mixture, we studied the selective layer interactions of peptides
P1 and P2 (10.0 μM).[57] To test the binding affinity of peptides
towards zwitterionic POPC and anionic POPC : POPG (1 : 1)
vesicles and fluorescence which contains both native and
modified tryptophan (P1 and P2) (Figure 6). The enhanced

Figure 6. Enhancement of intrinsic fluorescence from peptides (A) P1 (W-KRGNKWLA-CONH2 = 10.0 μM) upon binding to POPC (a) and POPC : POPG (b)
vesicles and followed by binding constants values are (c) 1.3154×105 M and (d) 1.2012×104 M. Similarly,(B) P2 (W-ARGDGGNGRGA-CONH2 = 10.0 μM) upon
binding to POPC (a) and POPC : POPG (b) vesicles and followed by binding constants values are (c) 1.5381×106 M and (d) 1.0284×104 M respectively.
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extent of the intensity rise upon binding and the driver of the
blue shift exhibited in Figure 6 may both be related to the
presence of native tryptophan. This is in line with the
hypothesis that tryptophan binds to bilayers and causes
variations in the depth of penetration related to lipid
composition.[46]

Despite the NGR motif being present in peptide P1, P2
differs from P1 in that it is longer and more hydrophobic
(Figure 2A and Table 1). P1 had a higher affinity for the anionic
POPC : POPG membrane (binding constant: 1.3154×105 M) than
the zwitterionic POPC membrane (1.2012×104 M). It’s interesting
to note that peptide P2 had a stronger affinity for POPC : POPG
lipid vesicles (1.5381×106 M) than it did for POPC
(1.0284×104 M). It is critical to understand that peptide P2 has a
higher affinity for anionic POPC : POPG lipid vesicles than
peptide P1. This result is well correlated with the anticancer
activity of peptide P2 could be higher owing to the presence of
NGR and RGD binding motifs compared to one NGR group
present in P1. The interaction of P2 with integrin and CD13 on
cancer cells (receptor-ligand interactions) could be the first
stage in killing the cells.

3.5. Molecular docking of synthetic peptide and protein

The docking analysis of peptides (P1 and P2) docked in 3ERD
and 5GWK showed that peptides P1 and P2 formed a Hydrogen

bond interaction, as shown in Figure 7. The best conformation
for the peptide was chosen based on the better glide score (SP
Gscore).[58]

Docking of synthetic peptides into 3ERD: Peptide P2
established deterministic hydrogen bond interactions with the
active site with an SP docking score (SP Gscore � 9.916 kcal/
mol) compared with Peptide P1 (SP Gscore � 7.691 kcal/mol)
which might be a reason for its good activity. This synthetic
peptide P2 has numerous hydrogen bond interactions with
amino acid residues (Leu 549, Hid 555, Glu 380, Glu 542, Asp
538, Asp 351, and Tyr 537) (as shown in Figure 7A and
Figure 7B). Water-mediated interactions are the potential for
protein-peptide binding which can be observed in peptide P2
(Asn 348). This additional interaction is a strong validation of
why P2 (as shown in Table 3) is more active when compared to
peptide (P1). However, peptide P1 shares hydrogen bond
interactions with protein amino acid residues (Gln 375, Lys 362,
Asn 359, Glu 380, Glu 542, and Hid 555), it is not entirely
engulfed in the cavity which is predominantly surrounded by
hydrophobic residues and makes fewer interactions with the
residues of the receptor.

Docking of synthetic peptides into 5GWK:The results
obtained from molecular docking suggest that bothsynthetic
peptides intercalated within the cytosine and guanine-rich
regions of the major groove of the DNA base pair. It could be
seen that peptide P2 is sandwiched between DNA bases and
shares significant hydrogen bonding interactionat DG 13, DC

Figure 7. 3D binding representation of docked complex of the synthetic peptide with human estrogen receptor alpha (PDB ID: 3ERD) (A) P1 and (B) P2 and
with Human topoisomerase II alpha (PDB ID: 5GWK) (C) P1 and (D) P2 through non-covalent bonding interaction.
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12, DC 11, and DG 10 (SP Gscore � 11.121 kcal/mol). One
additional hydrogen bonding interaction between the NH2

group and the charged residue Arg 804 on the peptide chain (is
shown in Figure 7C and Figure 7D. However, if we look into
peptide P1, they do not bury deep in the binding site. Instead,
they extend farther out of the groove. It shows two hydrogen
bond interactions with SP Gscore � 9.732 kcal/mol, i. e., DC 13
and DC 11 with DNA major grooves, and there is no additional
interaction with protein. Thus, the hydrogen bond interactions
play a significant role in stabilizing the synthetic peptide and
DNA complex.

4. Conclusions

The CD13-binding motifs in the P1 and P2 peptide sequences
were chosen to specifically target and kill cancer cells. The role
of the trialkylated tryptophan amino acid (W) at the N-terminus
of the peptides P1 and P2 was included in the design. For the
solid-phase peptide synthesis (SPPS) approach, we used Fmoc-
amino acids and Rink amide resin to combine various amino
acids. NGR is present in peptide P1, and RGD as well as NGR
motifs are present in peptide P2. Mass spectrometry analysis
and Reverse-phase HPLC (RP-HPLC) chromatogram verified the
peptides’ structural integrity and purity of the peptide.In
addition, to check the interfacial affinity, we performed the
surface tension activity of synthesized peptides (P1 and P2).
Furthermore, a change in the conformational transitionis
observed from an unordered to an ordered structure by circular
dichroism and the structure is finally confirmed by 1D and
2D NMR spectroscopy analysis. Likewise, we found that the
secondary ß-structure change in the Peptide P2 CD profile is
due to the anionic (POPC : POPG) zwitterionic (POPC) lipid
membrane. The selective anticancer activity demonstrates that
due to structural variation in P2 as compared to P1 makes it
more selective towards Hep-2 cells which is further confirmed
by molecular docking studies (PDB ID 5GWK, PDB ID 3ERD).Two
binding motifs found in P2-NGR and RGD could be the cause of
this dramatic increase in activity. So, these peptides can be
considered as templates for future cancer clinical treatment as
they serve, good solubility, low toxicity, high selectivity, low
manufacturing cost, biocompatibility, and enhanced therapeu-
tic index.
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A B S T R A C T   

In this research work, a simple hydrothermal technique was employed to synthesize a novel holey graphene 
oxide (HGO) intercalated MXene (MX) hybrid composite and utilized for the enhanced removal of methylene 
blue (MB) dyes by irradiation using visible light. The fabricated HGO@MX catalyst exhibited excellent catalytic 
activity, and the degraded efficiency achieved was around 99% for MB with a minimum irradiation time of 
60 min. The HGO@MX nano-matrix has better photocatalytic action over HGO because of its increased light 
absorption ability, efficient charge transference, appropriate band synchronization, and less charge carrier 
recombination between HGO and MX. A significant number of active sites are provided on the composite surface 
by the synergistic interaction between HGO and MXene, which leads to outstanding photodegradation behavior 
and can increase the mass-transfer rates and chemical processes. The radicals the HGO@MX hybrid catalyst 
generates are non-toxic and effectively mineralize the selected organic dye. Additionally, HGO@MX showed 
great potential with 82% degradation efficiency after five repetitive runs for MB with minimal loss of catalytic 
activity. The as-synthesized HGO@GO catalytic material was systematically examined through SEM, TEM, XPS, 
XRD, FTIR, TGA-DTA, and Raman analysis. The LC-MS technique described the degradation pathway of MB and 
the obtained intermediates. Finally, MB dye degradation and catalytic mechanism pathways were investigated 
thoroughly based on the obtained experimental data. The results show that HGO@MX is a promising photo
catalytic material for the oxidation of MB from the aqueous environment. 
Main finding: The hydrothermal approach was adopted to create the hybrid photocatalyst 2D/2D holey graphene 
oxide on MXene, which demonstrated enhanced photocatalysis and photo endurance.   

1. Introduction 

Dyes are carcinogenic and mutagenic, causing health problems in 
living organisms [1]. The complex aromatic structures of dye molecules 
are usually non-biodegradable and make them resistant to heat, oxida
tion and light [2,3]. Among the all-traditional techniques, photo
catalytic degradation is one of the promising methods in water 
remediation which is highly efficient, cost-effective, has the feasibility of 
operation and produces a low level of secondary pollution [4,5]. 

In the presence of charged particles (electrons and holes), the 

selected photocatalytic material undergoes reduction and oxidation 
processes on its surface, producing active radical species (•O2

- and •OH) 
and aiding in the degradation process of dyes in an aqueous environ
ment [6–8]. Many inorganic materials, such as oxides of Ti and Zn, have 
been used as photocatalysts for the degradation of organic molecules for 
the past few decades, however, both exhibit low catalytic activity due to 
their large band gaps[9]. In place of TiO2 [10], ZnO [11], and other 
semiconductors, there are some carbonaceous materials that exhibit 
excellent photocatalytic properties [12,13]. Moreover, the formation of 
heterojunction photocatalytic materials (2D–2D carbonaceous 
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composites) exhibits high resistance to the relocation of charge carriers 
as well as increases the separation rate of electrons (e-) and holes (h+) 
[14]. Therefore, 2D/2D composite can be better alternative as a novel 
photocatalytic carbonaceous material for the degradation of recalcitrant 
organic pollutants. 

Graphene oxide (GO) has great potential to be used as a photo
catalytic agent due to its large surface area [15], special chemical 
structure [16], and chemical stability [17]. The functionality of GO, 
such as carboxyl (COOH), epoxy (C-O-C), and hydroxyl (OH) arranged 
randomly on the edges and basal planes of GO, allowing easy chemical 
modifications [18,19]. Therefore, GO effectively creates a network with 
other organic and inorganic materials through ionic and covalent bonds. 
However, the inexorable insertion of functional groups via 
over-oxidation causes defective spots on the sp2 hybridized graphene 
carbon plane, making GO less conductive [20]. The creation of oxidative 
cavities within the basal surface of graphene sheets has just acknowl
edged much consideration in developing GO morphologies; the resulting 
material is referred to as holey graphene oxide (HGO). HGO differs from 
GO in that it has considerably higher catalytic centers because of the 
increased periphery recognized to holes [21]. The HGO with holes af
fords interlayer transport pathways of electrons across the holey gra
phene plane and ultimately binds to the surface to heterostructures, thus 
overcoming the intrinsic heterojunction thus promotes charge separa
tion and electron transport. The distinctive porosity structure of HGO 
makes it simple to interact with both organic and inorganic molecules, 
which has several uses in band gap optimizations. Because of its strong 
electrical conductivity, wide operative surface areas, and significantly 
more accessible edge activities for ion diffusion, it can create an un
hindered channel using 2D materials for fast electron transit. Therefore, 
the HGO acts as a space interlayer to improve the electrochemical per
formance of doping material. 

Following this HGO, a family of innovative 2D transition carboni
trides of metals such as MXene has recently received much attention in 
water treatment for multiple applications with the general formula 
Mn+1XnTx (where n=0, 1, 2, and 3). In this equation, M represents 
transition metals, X stands for either carbon or nitrogen, and T repre
sents surface edges such as –O, –F, or –OH, which are obtained after the 
etching of the A (III-group elements) layer from the MAX precursors [22, 
23]. The MAX phase has exceptionally stable chemical characteristics 
and excellent mechanical strength due to a covalent link between M and 
X and a metallic bond between M and A. MXene could act as an excellent 
co-catalyst due to its excellent metallic conductivity [24], large surface 
area [25], exceptional hydrophilicity [26], different active sites and low 
band gap [27–29]. Due to their great electrical conductivity, MXenes 
may operate as charge-transfer intermediaries and control their capacity 
to capture light, while their functionality governs how they interact with 
other materials, such as HGO. Furthermore, by combining HGO with 
MXene, we expect MXenes can be a tuner for complex composites which 
can efficiently separate the photogenerated electrons and holes, result
ing in a lower recombination rate [30]. In addition, (2) MXene surface 
terminations (e.g., –O, –OH, –F) could be an asset in producing more 
active sites on the surface and also at interfaces and enhance the inti
mate contact with the HGO [31]. In order to obtain enhanced photo
catalytic activity, we used in-plane pores structure of HGO with 
interlayered channels between MXene to prepare HGO@MX nano
composite. The intimate contact of HGO with MX can promote the 
development of a “synergistic effect” so that multiple interfaces in the 
composite induce interfacial polarization; therefore, the binary com
posite exhibits excellent photocatalytic performances towards methy
lene blue. 

In this study, holey graphene oxide intercalated MXene (HGO@MX) 
catalytic material was fabricated via a simple co-precipitation tech
nique. Our literature review shows no studies regarding the photo
catalytic degradation of dyes using the combination of HGO and MXene 
hybrid material under visible irradiation. The prepared photocatalytic 
material before and after degradation was systematically characterized 

using FTIR, XRD, SEM, TGA, UV-DRS, XPS, and LC-MS analysis. In 
particular, the regeneration experiments were similarly steered to 
confirm the firmness of the prepared photocatalyst hybrid. The activity 
of the photocatalyst HGO@MX was explored via the removal kinetics of 
MB in an aqueous environment. 

2. Experimental section 

2.1. Chemicals and reagents 

The supplemental material in Text S1 provides a complete list of all 
the reagents with grade information. The physio-chemical characteris
tics of the selected dyes are presented in Table S1. 

2.2. Fabrication of modified holey graphene oxide intercalated MXene 
(HGO@MX) hybrid composite 

The binary HGO@MX catalyst composites were fabricated using 
docile hydrothermal and freeze-drying processes as follows, 

2.2.1. Preparation of direct HF-etched MXene (Ti3C2Tx) 
In the synthesis process through direct etching procedure, 5 g of 

Ti3AlC2 was added gradually to a 100 mL of 50 wt% hydrofluoric acid 
(HF) while stirring using Teflon magnetic bar. Slow addition of MXene 
powder is necessary to minimize excessive bubbling formed due to the 
exothermic reaction. The etching process was then allowed to proceed at 
room temperature (~23ºC) for 5 hours under stirring at 300 rpm. The 
sample then be separated using centrifugation (5 min per cycle at 
3500 rpm) and washed with deionized water until the pH value is almost 
neutral. The pH value was determined by using a pH paper indicator. 
The sediments were re-washed with 1000 mL of deionized water via 
vacuum-assisted filtration using a polyvinyl difluoride (PVDF) filter 
membrane with 0.22 µm pore size filters. The sample was let to dry in 
vacuum oven for 24 hours at 80ºC. 

2.2.2. Synthesis of HGO via chemical etching 
Graphene oxide (GO) was prepared from graphite by using a modi

fied Hummers-Offeman method [32]. About 2 g of flake-graphite and 1 g 
of NaNO3 were added into the H2SO4 (96 mL) solution and the reaction 
contents were placed in an ice bath with constant agitation. Then, 6 g of 
KMnO4 was added drop by drop to the above mixture with vigorous 
stirring at below 20 ◦C for 2 h. The obtained green thick paste was then 
mixed with 150 mL of DI water for 18 h at room temperature while 
stirring, followed by diluting 240 mL of DI water. After standing 30 min, 
the obtained solid residue was purified by washing, centrifuging and 
dried for 2 h and then the obtained product is denoted as GO. Subse
quently, 5 mL of 30% H2O2 solution was added into the 200 mL of GO 
dispersion, and the reaction suspension was sealed in a Teflon-lined 
autoclave at 180 ◦C. Finally, the obtained yellowish brown HGO pow
der was washed with DI water followed by ethanol. At last, the final 
products were continuously stirred and filtered for 2 h at 100 ◦C 
[32–34].  

2.2.3. Fabrication of modified HGO@MX nanocomposite 
HGO@MX films were fabricated by the following procedure. Spe

cifically, the various ratio of MXene and HGO was added on the beaker 
with ethanol/aqueous dispersions were mixed via magnetic stirring and 
hydrothermal treatment for 30 min to achieve MXene-HGO composite 
colloidal suspensions. Finally, the holey graphene oxide intercalated 
MXene (HGO@MX) framework was washed with DI water several times 
and naturally cooled down at ambient temperature. After filtration, the 
dried HGO@MX catalyst was freeze dried and used for further catalytic 
experiments. 
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2.3. Characterization techniques 

All of the characterization procedures used to evaluate the physi
ochemical and photocatalytic characteristics of the manufactured cata
lysts are summarized in Text S2. 

2.4. Evaluation of prepared photocatalyst 

The supplemental information, Text S3, fully explains the experi
mental methodology and catalytic procedures utilized to assess photo
catalytic performances. 

3. Results and discussion 

3.1. Crystal structure and crystallite phase 

The surface functionality of the synthesized materials was investi
gated via FTIR spectroscopy. The FTIR spectra of GO, MX, HGO, and 
HGO@MX hybrid catalyst are depicted in Fig. 1. Different absorption 
peaks were obtained to describe the successful synthesis of prepared 
materials. The spectra of GO and HGO was exhibited at 3400, 1723, 
1630, 1385, 1221 and 1055 cm− 1 correspond to the –OH, –C––O, C––C, 
C–OH, O–H and C–O stretching, suggesting the presence of carboxyl, 
hydroxyl, and epoxy oxygen in both GO and HGO. The intensity of peak 

(C–OH) of HGO is decreased compared to the GO, which is indicated the 
–OH removed partially in the reaction. The presence of –OH stretching 
and –NH stretching vibration of all prepared materials was responsible 
for the vibration mode at 3431 and 1626 cm− 1, respectively. The peaks 
at 2924 and 2860 cm− 1 were interrelated to the symmetric and asym
metric stretching vibration of –CH2 in all prepared materials [35]. The 
corresponding stretching modes of –C––O and –C–O in all materials were 
attributed to 1719 and 1063 cm− 1. Additionally, the prominent peak at 
563 cm− 1 corresponds to the –Ti-O of MXene [36]. The change in 
chemical composition of the HGO@MX catalyst after loading of HGO on 
MX sheets was confirmed by the shifting and reduction of peak positions 
in the HGO@MX material, which is shown in the FTIR spectrum of the 
HGO@MX. For instance, the reduced peak intensities were noted at 
3431, 2924, 1626, and 1063 cm− 1, the disappearance of peaks at 
1384 cm− 1; and shifted peaks from 1063 to 1042 cm− 1 and 
563–609 cm− 1 clearly indicated that the selected HGO was successfully 
draped into the MX sheets. 

The crystallographic information of prepared materials was studied 
by XRD analysis. Fig. 2 shows the XRD spectra of MX and the HGO@MX 
hybrid catalyst. The XRD pattern of MX exhibits the strong characteristic 
peaks at 8.91◦ and 18.09◦, which are responsible for the MX. Similar 
results were reported for the MXene sheets in the literature by Liu et al., 
[37]. Also, the XRD spectra of MX showed the additional peaks at 
16.22◦, 22.94◦, 27.13◦, 34.29◦, 36.81◦, 38.89◦, 41.89◦, and 60.64◦ [38]. 
The slightly increased peak intensities of these oxygenous groups in the 

Scheme 1. Sample fabrication route for the synthesis of HGO@MX nanocomposites.  

Fig. 1. FTIR spectra of GO, MX, HGO and HGO@MX nanocomposites.  
Fig. 2. XRD patterns of GO, MX, HGO and HGO@MX (inset: enlargement of MX 
and HGO@MX) nanocomposites. 
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HGO compared to those in GO may suggest the incorporation of some 
more oxygen atoms into HGO after the H2O2 etching step, due to the 
oxidation of carbon atoms by concentrated H2O2. This is further sup
ported by the XPS results in Table S3, which shows that the relative 
atomic percentage of oxygen in HGO is slightly higher than that in GO. 
The XRD pattern of the HGO@MX catalyst reflects the peaks of the HGO 
and MX materials. This statement was confirmed by the peaks of 8.96◦, 
12.69◦, 18.10◦, and 60.82◦, which are responsible for the HGO and MX 
in the prepared HGO@MX catalyst. The small peak at 12.69◦ (002) was 
attributed to the presence of HGO in the HGO@MX composite. Sharp 
peaks of the HGO@MX clearly demonstrate its better crystalline prop
erties and thus it facilitates accelerated charge transfer between heter
ogenous HGO and MXene. 

3.2. Morphological characterization and the element analysis 

The SEM analysis was used to investigate the surface morphology of 
the as-prepared HGO@MX photocatalyst in detail. Fig. 3(a-f) depicts the 
SEM images of the HGO@MX hybrid composite in different magnifica
tions. The prepared photocatalyst demonstrates the layered morphology 
according to the SEM images of the HGO@MX material. The formation 
of small sized in-plane holes were observed on the sheet plate of the 
prepared catalyst clearly manifested that stretch and damage of carbon 
framework of the GO (inset) which is probably generated by the H2O2 
etching and ultimately leaving GO with a holey-like structure (Fig. 3(a)). 
The closed layered structure of the MAX phase is clearly visible in the 
SEM image. whereas, the MXene layers take on scrunched shapes and 
have a hard texture with many ridges Fig. 3(b). Cross-sectional SEM 
pictures of a Ti3C2Tx composite that are layered, sleek, and orderly. 
Comparing Fig. 3(b) to (c), a top-view SEM image reveals that the layers 
are distinct from one another. The Ti3C2 layers have the largest specific 
surface areas, according to the partial enlarged SEM image of MX layers, 
which is 20 nm on average [39]. Moreover, the dense layer on the sur
face of MX exhibits outstanding hydrophilicity and electronic properties 
for the prepared photocatalyst. These properties help to improve the 

degradation efficiency during the dye treatment process [40]. The pro
cess of various state of research that aligns on the possibility of sepiolite 
structural formation. 

After the HGO deposition, the surface does not have any pores but 
shows some wrinkles (Fig. 3(e)), confirming the deposition of the HGO 
on layers. The random distribution of HGO on MX was clearly confirmed 
by the SEM observation. The equal distribution of HGO intercalated over 
the surface of MXene, which may surprisingly increase the surface area 
and thus greatly induces light absorption capacity. The surface area of 
the as prepared HGO@MX nanocomposite was relatively high due to the 
increase in the interlayer distance (1.31 nm) of MXene, which led to the 
formation of plenty of active sites on the catalyst when compared to 
pristine HGO. The inter-layer of the MXene which adheres to the surface 
of Holey GO, shows the existence of a multi layered bubble pouch-like 
structure as shown in Fig. 3(b). 

The overlapping of carbon layers has been further validated by en
ergy dispersive spectroscopy (EDX) with elemental mapping, whereas 
the uniform distribution of oxygen and nitrogen points to the layered 
phenomena in the freshly produced nanocomposite. In addition, it is 
obvious from Fig. S3, the EDAX and mapping analysis that the Ti, Al, C, 
O, and F components in HGO@MX nanocomposite was well synthesized.  
Fig. 4(a) displays the TEM pictures of the HGO@MX flakes together with 
the corresponding EDAX elemental mapping analysis in Fig. S3. We 
measured a single layer of MXene with a thickness of 3.604 nm. The 
TEM image amply illustrates the incorporation of HGO nanoparticles 
into the space between the numerous layers of MXene (Fig. 4(b)). On the 
surface of multi-layered MXenes, a large number of HGO nanoparticles 
are also adsorbed. It is worthy to note that the HGO layers were present 
on the surface of the multi-layered as well as between the layers of the 
MXene also are evenly well dispersed over the HGO@MX. 

Notably, the MXene flakes exhibit a big size and a smooth surface 
that enable them to stack preferentially and produce more durable 
structures, thus giving them an advantage in the application of photo
catalyst. HGO nanosheets and MX were found to overlap to varying 
degrees, and as a result, a well-defined cylindrical stretching structure 

Fig. 3. SEM images of (a) HGO, (b-c) MX, and (d-f) HGO@MX nanocomposites.  
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was seen. This might highlight the increased specific surface area and 
active sites. The ultrathin-layered MX nanosheets are uniformly 
distributed in solution and in contact with HGO nanosheets. This is 
advantageous for enabling the stretching of HGO nanosheets via sub
stantial physical coupling and is crucial for carrying electrons during the 
photocatalytic reaction. The SEM, TEM, and EDAX mapping studies’ 

unambiguous outline of the MX-grafted, ultra-thin HGO nanosheets 
shows that the designed heterojunction was successfully built using the 
MX nanosheets and HGO. The SAED pattern of Fig. 4(b1) shows discrete 
spots are found to be organized in the shape of circular rings, which 
correlated to a hexagonal phase that comprises the (200), (102), and MX 
(001), (100) of HGO. The d-spacing gained from XRD and TEM images 

Fig. 4. (a) TEM images of Ti3C2Tx (MXene); (b) single layered Ti3C2Tx in HGO@MX nanocomposites ((b1) inset SAED pattern) and (c) line profile diagram of as 
prepared material. 

Fig. 5. (a) TGA, and (b) DTA analysis of GO, HGO and HGO@MX nanocomposites.  
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are compatible. 

3.3. Thermal analysis 

The stability of the prepared materials was studied by the TGA 
analysis and depicted in Fig. 5. The TGA profile of the HGO, GO, and 
HGO@MX photocatalyst were shown in Fig. 5(a). It has been found that 
all three materials exhibit the first degradation step just below 100 ◦C. 
This weight loss corresponds to the removal of water molecules present 
in the pores of the catalyst during its preparation. The second weight loss 
was observed in the range of 100–250 ◦C and this may be due to the 
functional groups like hydroxide, carboxylic, epoxide, etc., for HGO 
[41]. The third weight loss was observed at above 480 ◦C due to the 
Ti3C2 MX sheets. The second and final weight loss of the prepared 
HGO@MX photocatalyst occurs in the range of 250–800 ◦C due to the 
release of functional groups and the decomposition of HGO and MX 
sheets. It is worthy to note that the pure Ti3C2Tx MXene decomposes at 
about 785 ◦C [42]. The TGA thermogram shows that the HGO@MX 
photocatalyst has much thermal stability than the HGO and GO sheets. It 
is anticipated that the carbene fragments inside and in the close prox
imity of the cavities in the HGO are stabilized by π–π interaction be
tween the carbide and the graphene oxide moiety. Such a collective 
interaction can result in the high thermal stabilization of intercalated 
MX-HGO composite. 

Moreover, the intercalations of HGO nanosheets among the MXene 
matrices during the hydrothermal process inhibit the self-restacking of 
MXene flakes and retain high density, increasing the thermal stability of 
the nano matrix [43]. The DTA curves initially exhibit a pattern like an 
endothermic reaction, but at high temperatures, turn into an exothermic 
reaction Fig. 5(b). 

3.4. Surface elemental analysis 

The elemental compositions of the prepared HGO and HGO@MX 
photocatalyst were characterized by XPS analysis. The XPS survey 

spectra of HGO and HGO@MX photocatalysts are shown in Fig. 6(a). 
The inclusion of oxygen-containing functional groups in HGO creates 
ample opportunities for the creation of hydrogen bonds across MXene 
and HGO sheets, preventing MXene from self-stacking and improving 
both the migration and separation characteristics of the nanocomposite. 
A wide scan XPS spectrum of HGO shows the presence of C 1 s and O 1 s 
at the binding energies of 287 and 532.9 eV. The wide scan XPS spec
trum of prepared HGO@MX catalyst shows the presence of C 1 s, O 1 s, 
Ni 1 s, F 1 s, Al 2p, and Ti 2p at the binding energies of 287, 532.9, 402, 
684.7, 74, and 459 eV as depicted in Fig. 6(b-f). Similar XPS spectrums 
were reported by Wang et al.,[44] and Halim et al.,[45] for HGO and MX, 
respectively. The peak of C–C upsurges from the inclusion of HGO. The 
peak intensity of C–Ti is debilitated because of the HGO introduction, 
which diminishes the quantity of MXene in the MX@HGO nano
composite. Besides, the C-C linkage with polymerized HGO and MXene 
enabled photoelectron motion to decrease the electron-hole pair charge 
recombination. Based on the results, the HGO was successfully inter
calated into the MX sheets. 

Herein, the nitrogen adsorption–desorption was performed at 77 K to 
verify the mitigative restacking structures of the MXene and the results 
are depicted in Fig. 7. According to the IUPAC classification, the iso
therms of all samples show the characteristic type IV with H3 hysteresis 
loop. This implies the mesoporous structure. The samples HGO, MX and 
HGO@MX show a specific surface area of 168.25, 48.12 and 
86.28 m2.g− 1, respectively. The type IV isotherm is obtained with pore 
diameter 2.103, 1.514 and 1.301 nm for HGO, MX and HGO@MX 
hybrid as depicted in Table S2. Based on the Brunauer-Emmett-Teller 
(BET) results, the HGO exhibited a much higher specific surface area 
of ~168 m2.g− 1 which is distinctly superior to than that of pristine GO 
(~127 m2⋅g− 1), probably because of the holes. Also, the MX has a spe
cific surface area of only 48.12 m2/g due to its severely restacking dense 
structure, limiting the approachability of MXene flakes to electrolyte 
ions. Amazingly, the surface area of HGO@MX was achieved as 
86.28 m2/g, which is distinctly superior to pure MX. This is because the 
holey graphene itself possesses a high surface area on account of the 

Fig. 6. (a) Survey spectra of HGO and HGO@MX, (b) C1s, (c) O1s, (d) Ti 2p, (e) Al 2p and (f) F 1 s of HGO@MX nanocomposites.  
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presence of abundant nanopores in the basal plane. The presence of 
abundant nanopores on the HGO surface, whereas the GO has no pores. 
Furthermore, the incorporation of holey graphene into the MXene layers 
can effectively reduce its severe stacking, resulting in the formation of a 
highly interconnected pore connectivity channel, which is very advan
tageous for accelerating the transport of electrons [43]. Meanwhile, 
HGO@MX exhibited a more prominent pore size distribution with 
mesoporous structures in the range of 1–3 nm, which could be ascribed 
to the nanopores in the basal plane of HGO@MX nanocomposite. This is 
because the holey graphene itself possesses a high surface area on ac
count of the presence of abundant nanopores in the basal plane. In 
addition, the introduction of holey graphene into the MXene layers can 
effectively reduce its severe restack, forming a highly interconnected 
pore connectivity channel, which is very favorable to accelerate the 
transport and diffusion of ions in heterojunction requiring fast char
ge/discharge processes. 

Interestingly, the addition of MX on the surface of HGO provides 
higher pore volume to surface area of materials tend to have greater 
adsorption capacity (larger particle size). As can be seen from the data, 
as surface area grows, so does the average pore diameter and the pore 
size distribution. Table. S2, provides a summary of the variables that 
were utilized to compute the pore size distributions. This will end up 
with the enhancement of the photocatalytic performance. The BET re
sults propose an adsorption assisted oxidation of pollutant dyes from the 
contaminated water. 

Zeta potential measurements were used to investigate the surface 
characteristics of as-obtained hybrids. Fig. S2 summarizes the results, 
which reveal that the negative zeta potential value of GO (–8.06) is 
transformed to the greater charge for HGO (–6.31 mV) due to lowering 
of surface charge of COO–. This might be related to the conversion of GO 
to HGO, which results in a partial loss of oxygen and carboxylic groups, 
which is responsible for the lower negative zeta potential value. MX, on 
the other hand, has a very low zeta potential (− 29.9) value. However, 
the nanocomposite HGO@MX hybrid shows an increase in zeta potential 
(− 18.3 mV) due to reduced functional groups on the edges. The 
enhancement in MX surface charge potential of the HGO@MX hybrid is 
indicative of MX binding onto HGO, which has previously been shown to 
stack onto graphene rings through π-π interaction. Furthermore, chela
tion between MX nanosheets and HGO nanosheets, as well as hydrogen 
bonding interactions between MX nanosheets, might be driving forces 
for layer-by-layer assembly, which ultimately hold the charge of the 
HGO@MX nanocomposite. 

The optical characteristics of the HGO@MX catalyst nanocomposite 
are analyzed using UV-Vis spectra and depicted in Fig. S3, which have an 
absorption band spanning from 320 to 520 nm and an absorption edge 
at 410 nm. In the area of visible light, the HGO@MX catalyst exhibits a 

wide absorption edge. The photocatalytic process at the heterojunctions 
was improved by the increase in light absorption in the visible region. 
For the HGO@MX catalyst nanocomposite, the average value of Eg 
determined from the linear plot of (h)1/2 vs hν was 2.7 eV. Compared to 
bare HGO and MXene materials, the band gap edge is observed in the 
visible light range. Hence, the HGO@MX catalyst can be stimulated by 
visible light and create additional electron-hole pairs, the increase in 
band gap makes it possible for the HGO@MX nanocomposite to function 
as an effective photocatalyst in dye molecular mineralization. 

In semiconductor-based photodegradation processes, photo
luminescence (PL) studies are very important for the photo-induced 
electron/hole pair recombination analysis. The prepared HGO@MX 
demonstrated a strong emission centered at 450 nm when excited at 
360 nm (Fig. 8(a)). Photoluminescence studies have demonstrated that 
the PL peak can be systematically blue-shifted as the MX composition is 
decreased. The addition of MXene has significantly altered the peak 
intensity of the HGO@MX composite. A subsequent decrease in the in
tensity of emission suggests lower recombination of e-/h+ pairs. The 
excitation wavelength of the photocatalyst will gradually reduce due to 
the recombination of electrons and holes present in it. When the ratio of 
peak intensities is disturbed over a portion of the disordered functional 
groups, the degradation process is significantly slowed. MXenes act as 
suitable electron acceptors to suppress the charge carrier recombination 
process. According to our results, the composite HGO@MX exhibits the 
greatest deterioration toward MB. Furthermore, the capacity of the 
catalyst is greater as the nanocomposite dose is raised above 25%. This 
behavior can be related to the fact that excessive catalyst dose prevents 
the catalyst from absorbing visible light, hence lowering photocatalytic 
activity. 

Raman spectra of MXene-based composite exhibit a prominent band 
at 1594 cm− 1, which is triggered due to the chaotic shape and bond 
stretch motion of the sp2-hybridized carbons. Because of the flaws 
created by the holes in the HG nanosheets, the ID/IG value of HGO was 
0.93, greater over HGO@MX (0.90). The abundance of functional 
groups on the hole edges may cause dipoles, resulting in the desirable 
polarization loss. Furthermore, the oxygen-containing functional groups 
on the surface of HGO promote hydrogen bond formation with the 
MXene sheets, preventing MXene self-stacking and strengthening the 
layered structure of HGO, as estimated from Fig. 8(b). 

3.5. Evaluation of photocatalytic and kinetic performance 

Irradiation time was used to study the photo-mineralization effi
ciency of the HGO@MX nanocomposite. Fig. 9(a) shows the photo
catalytic activity for MB dye degradation over MX, HGO, GO@MX and 
HGO@MX samples when exposed to dark and visible light. The mixtures 

Fig. 7. (a) BET surface area and (b) pore size distribution curves of MXene, HGO and HGO@MX nanocomposites.  
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are stirred in the dark for one hour to avoid the adsorption effect prior to 
photocatalytic degradation. Under visible light irradiation, the 
HGO@MX composites exhibit greater photodegradation capacities than 
bare MX, HGO and GO@MX, indicating that the incorporation of HGO 
with MXene can boost photocatalytic activity than the GO@ MX due to 
higher defective(active) sites as depicted in Fig. 9(b). The abundant in- 
plane pores of HGO with few nanometers size (≈0.406 nm) possess high 
intrinsic double layer at edges form heterojunction compared to GO. 
This increase of the number of active sites together with the reasonable 
design and enhancement of the active site activity facilitate the high 

performance. Moreover, the HGO@MX blend retards the recombination 
of e--h+ pairs as they can act as p-n junction. By the irradiation study it 
was evident that within 60 minutes of light exposure, the GO@MX and 
HGO@MX nanocomposite had degraded the MB dye molecule to their 
maximal efficiency, which was 81% and 99% for MB dye as shown in 
Fig. S4(b). 

The enhancement in deprivation capacity was ascribed to the 
enhanced Eg of HGO@MX and GO@MX nanocomposite which would 
improve the deprivation proficiency of the catalyst in the visible range. 
The plot of ln (Co/C) versus time (t) for different concentrations Co of MB 

Fig. 8. (a) Photoluminescence (PL) and (b) Raman scattering spectra of the various ratio of HGO@MX nanocomposites.  

Fig. 9. (a, b) Dropping of MB quantity (C/C0) in the occurrence of the fabricated photocatalysts; and (c, d) a linear plot of light illumination time vs ln(C0/C) for 
0–60 min for mineralization of MB in perceptible light irradiation. (Investigational settings: 0.1 g/L photocatalyst, Preliminary dye quantity of 50 mg/L, intensity of 
light of 0.16 mW/cm2, and temperature of 24.7 ◦C). 
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(Fig. 9 (a)) fits well with the experimental data to pseudo-first-order 
kinetics as shown in Eq. (1) 

r = −
dC
dt

= kC (1)  

Where “k” represents the pseudo-first-order rate constant; “C” is the 
equilibrium concentration of the stock solution with the integration of 
C0 at time t = 0, which represents to C = C0 

It showed that there were line fitting results between ln(Ct /C0) and t, 
showing the Langmuir-Hinshelwood first-order reaction kinetic model 
representing the removal rate of MB using HGO@MX and GO@MX 
(Fig. 9(c, d)). The observed regression coefficient (R2) was 0.9999, 
0.970, 0.864, and 0.749, respectively, when the initial pH of the dye 
varies between 5.0 and 9.0 as shown in Table S3. As shown in Fig. S4, the 
enhanced dye mineralization was attained at pH 6.03 and 7.09 (99% and 
92.5%, respectively) within 60 min than the GO@MX. On solution pH, 
the MB molecules present in quinone and azo structures with conjugated 
π-system are responsible for the adsorption on HGO@MX nano
composite as shown in Text S4. 

The oxidation of the pollutants exhibits an impressive efficiency of 
about 99% for MB dyes within 60 min whereas the GO@MX exhibit 
degradation efficiency of 81%. The photodegradation capacities of 
HGO@MX nanocomposite compared with various catalysts reported in 
previous works for the removal of MB are listed in Table S4. 

3.6. Elucidation of active species, total organic carbon (TOC), and H2O2 
generation 

The production of reactive species by the incidents of perceptible 
light is a key factor in the photo—mineralization of organic dyes. The 
information about the trapping of species in the study is given in Text S5. 
The findings also show that the •OH and •O2

- radical is the predominant 
species involved in the photocatalytic oxidation activity by HGO@MX 
nanocomposite (Fig. S5). The results confirm that the hydroxyl (•OH) 
and superoxide (•O2

- ) radical played a key role in the photodegradation 
of the MB dye molecules and was primarily involved as the active, 
reactive species. On the other hand, the other radicals do not signifi
cantly impact the photodegradation of MB dye molecules. The outcomes 
demonstrated that •O2

- radicals play a potential role in the active photo 
mineralization of MB in visible light irradiation. 

The mineralization of parent dye molecules into final products such 
as CO2 and H2O were determined by TOC analysis (Fig. S6(a)). The TOC 
content diminished 0.87 ppm from 50 ppm, after 1 h of photocatalytic 
oxidation of dye, which provides more to the adsorption, photolysis, and 
photodegradation during dye removal. Also, the substantial fall of TOC 
was used to scrutinize the mineralization of MB in the HGO@MX matrix 
by Eq. (2): 

TOC (%) = TOC/TOC0 × 100 (2)  

that concerning the extent of the elimination process, the HGO@MX 
hybrid photocatalyst Where, TOC0 and TOC are the former and final 
concentration of dye MB in the HGO@MX photocatalyst, as shown in 
Fig. S6(a). The lower degree of mineralization of about 32% occur on 
adsorption of dye on composite and the decolorization (photolysis) 
occur due to the destruction of the azo group with 48% efficiency, 
whereas on light irradiation the complete mineralization may occur of 
about 82% on HGO@MX/Vis system with formation of stable interme
diate products for their breakdown of chain molecule on dye by oxida
tion via reactive oxygen species upon photogenerated e- and h+ on H2O2 
production (Fig. S6(b)) with various amount of catalyst from 0 to 
30 mg/L by KI dosimetry method discussed detailed in Text S6. 

3.7. Photodegradation pathway and intermediates of MB catalyzed by 
HGO@MX 

The intermediates formed in the depreciation of each MB dye 
molecule were identified and examined using the LC-MS analytical 
method. Fig. S7 (upper) and (lower) show the positive and negative ESI 
values before and after MB degradation in the HGO@MX system. A 
potential mechanism for mineralization is shown in Fig. 7. For MB dye 
molecules, the LC-MS investigation and the values of m/z are crucial in 
determining several deprivation intermediary phases, including chro
mophore cleavage, de-ethylation, ring-rupture, and mineralization. The 
attack of the •OH radical initiates the collapse of MB dye molecules by 
swapping of one of their benzene aromatic rings with OH groups. As a 
result, the generation of intermediates with m/z values of 357(DP2), 343 
(DP3), 325(DP4), and 293(DP5), respectively, take place. In addition, 
the N-C bond heterolytic cleavage triggered the demethylation of pre
cursors complexes which further deteriorate into less complex or lower 
organic molecules with m/z =74, m/z =65, and m/z =56(DP11–13). 
Additionally, products of ring-opened low molecular weight substances, 
such as butane, sulfoxylic acid, etc., also are produced. Further attacks 
on intermediates by the OH radicals result in the formation of H2O, CO2, 
and inorganic salts as the final products.  

3.8. Intrinsic mechanism for the highly efficient photocatalytic 
performance of HGO@MX heterojunction in MB degradation 

The mechanism behind the mineralization of MB using HGO@MX 
under light irradiation was displayed in Scheme 2. The HGO@MX was 
capable of enhanced photodegradation efficiency for MB dye and was 
partly owing to the increased adsorption of MB by the MXene. Since the 
functional groups like hydroxyl (OH-), carboxyl (COO-), epoxy, 
aluminum (Al3+), and fluoride (F-) ions were present on the surface of 
the HGO@MX nanocomposite, enhancing the number of pollutants to be 
reacted with OH radicals. This is due to the fact that introducing holey 
graphene into the layers MXene may significantly expand the space 
between layers and ameliorate the heaping of the MXene nanosheets, 
resulting in a larger utilizable surface area of the ions of the electrolyte. 
Moreover, upon irradiation of holey graphene and MXene flakes, the 
nanopores in holey graphene may significantly facilitate the flow of ions 
across the whole surface area and trigger the creation of charge carriers 
to form an intense nanopore-linked network to form p-n heterojunction. 
HGO, on the other hand, functions as a space to stop MXene from self- 
restacking effectively and creates a highly connected network of nano
pores that may greatly speed up the process of charge separation and 
minimize the recombining of electron and hole couples. The enhanced 
degradation efficiency of the pollutants on HGO@MX shows that the 
interconnected hole interrelation with petite diffusion pathways is 
favorable for fast charge transport which favors the higher degradation 
rate towards pollutant removal. 

Under optical irradiation, photoexcited electrons of the hetero 
HGO@MX 2D/2D p-n junction emerge out from VB of HGO and move to 
the adjacent CB. Photoelectrons can swiftly move from the conduction 
band (CB) of HGO to MX through remotely comparable hetero-junction 
because the electric field of MX is much more energetic than that of the 
CB potential of HGO. A vast number of electrons produced on the surface 
of MX in a typical decomposition process interacted with O2 to create 
superoxide radicals (•O2). Meanwhile, the hydroxyl ions (OH-) and 
water adsorbed on the catalyst surface interacted with photogenerated 
holes to produce hydroxyl radicals (•OH). 

The photocatalysis reaction mechanisms in the presence of H2O2 
under visible light irradiation were summarized as follows: 

HGO@MX→hv
(h+ + e− )HGO@MX (3)  

OH− + h+(HGO)→ • OH + e− (4) 
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O2 + e− (MX)→ • O−
2 (5)  

•O−
2 +H+→ • OOH→ • OH (6)  

•OH + • OH→H2O2 (7)  

H2O2 + e− (MX)+H+→ • OH +H2O (8) 

The H2O molecules confined in the holes are induced photolytically 
and produce •OH radicals. The generated •OH radical could act as a 
prevailing oxidant for the fractional or total degradation of MB dye 
molecules. The h+ on the VB of the photocatalyst also has the capability 

Fig. 10. By-products formed during photo-degradation of MB by the HGO@MX photocatalyst. (Investigational settings: 0.1 g/L photocatalyst, Original concentration 
of 50 mg/L, intensity of light of 0.16 mW/cm2, and 24.7 ◦C). 

Scheme 2. Schematic illustration of (a-b) typical synthesis route to HGO and HGO@MX structure; (c) pictorial design of degradation of MB dye; (d) possible reaction 
mechanism of HGO@MX nanocomposite. 
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to oxidize the dye molecules [46,47]. The electron excited to the CB was 
subjugated by the dissolved molecules of oxygen in the reaction mixture 
and produced •O2

- radicals. The inclusive photo-excited e--h+ pair shift 
makes a number of radicals, including •O2

- , •OH, and h+, which are 
further added to the overall dye degradation process. Due to the fact that 
a retarded combination rate of e-/h+ subsequently their separation leads 
to a quicker formation of reactive species, delayed recombination of 
pairs of e- and h+, works a significant part in the photocatalyst’s effi
ciency. The HGO@MX hybrid showed improved catalytic activity to
wards the photocatalytic degradation of MB due to the excellent 
charge/mass transfer capacity of HGO, slight size and unvarying scat
tering of the particles, and close contact between HGO and MX for 
encouraging synergistic effects. 

3.9. Photostability and recyclability 

In a practical perspective, a photocatalyst must have high reusability 
and stability. In this investigation, five successive cycles were used to 
validate the reusability of the photocatalyst HGO@MX. The photo
catalyst after degradation study was recovered by centrifugation for the 
reusability test. The recovered catalyst was washed with ethanol and 
dried under a vacuum at 100 ◦C for 10 h. The reusability test demon
strated that the HGO@MX photocatalyst remained stable and only 
slightly lost photocatalytic activity after being recycled four times 
(Fig. 11). The long-term reliability of the fabricated photocatalyst with 
regard to of both morphology and structural features was also studied. 
The XRD and FT-IR patterns of the HGO@MX catalyst before and after 
the photodegradation study was the same (Fig. S8(a, b)). This demon
strates the structural stability of the synthesized catalyst. Again, the TEM 
morphology of treated catalyst strongly supports the sample’s 
morphological solidity with even surface as shown in Fig. S8(c, d). These 
findings demonstrate that the new HGO@MX nanocomposite has 
remarkable reusability and stability, which makes it suitable for the 
effective oxidation of MB dye molecules in the Vis system. 

4. Conclusions 

The holey graphene oxide draped MXene (HGO@MX) hybrid archi
tecture was successfully fabricated using a simple co-precipitation 
method. Experimentally, it was found that the as-synthesized 
HGO@MX hybrid photocatalyst was found to be effective for the 
removal of MB dye molecules under visible-light irradiation in aqueous 
media. During the photocatalytic process, HGO and MX act as the me
dium for electron transfer and the production of radicals, respectively. 
The HGO@MX hybrid material exhibits an oxidation efficacy of 99% for 
MB with a respective irradiation time of 60 min using visible light 
irradiation, respectively. As a result, the Vis/HGO@MX system was 
considered to be important for the photocatalytic oxidation of both MB 
from aqueous media. The radicals •O2

- and •OH were responsible for the 
photodegradation of MB dyes. Moreover, the presence of HGO on MX 
material was absolutely enhanced the photocatalytic activity during the 
degradation of MB under light irradiation. The primary mechanisms of 
MB removal were described via cleavage of oxidation of the C-H bond, 
de-carboxylation, C-N bond, and de-chlorination process. The photo
catalytic efficiency of selected dyes remained at 82% after five repetitive 
cycles, which clearly demonstrates the excellent stability of the 
HGO@MX hybrid composite. According to the above statements, this 
investigation describes that the HGO@MX hybrid material was a suit
able candidate for the degradation of organic dyes from aquatic phase. 
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Challenges and Opportunities in Online Computer Science & 
Engineering Education: A Study in Velammal College of 
Engineering & Technology, Madurai

Abstract: Owing to the entry of COVID-19, starting 
from the year 2000, India managed online education 
well for more than a year and a half. Now, the question 
is to understand whether the online mode of education 
is as effective as the face-to-face classes. This study 
intends to focus on identifying the challenges and 
finding the opportunities to enhance the quality of 
online engineering education with respect to 
Computer Science and Engineering (CSE) branch. A 
survey was conducted using a questionnaire involving 
the chosen 2nd year, 3rd year, and 4th year students of 
CSE department, Velammal College of Engineering & 
Technology, Madurai (VCET), who have had the 
experience of acquiring knowledge through both 
offline and online modes. The spreadsheet software 
was used to filter, organize as well as visualize 
quantitative data, and descriptive methodology was 
adopted for the data analysis. The result of the study 
will lay a scope to understand the existing gaps in 
online CSE education and the proposed ideas to fill the 
same enhancing the resources. Further, this study may 
play a pivotal role in making effective online CSE 
education at par with face-to-face classes completely 
possible and preferable. 

Keywords: COVID-19; CSE; digital skills; online 
education; Velammal College of Engineering & 
Technology

1. Introduction

 With the emergence of Corona Virus (COVID-19) 
at the end of 2019 in China and its gradual 
encroachment into India in the year 2000, there were 
quite a lot of lifestyle changes worldwide. The sudden 
closure of educational institutions resulted in abrupt 
stoppage of flow of knowledge.  To compensate this, 
the online education came into picture with a lot of 
challenges (Garcia-Morales et al., 2021; Pilav-Velic et 
al., 2021). The students were not mentally prepared 
and the faculty members were not completely trained 
(Jain & Sharma, 2022). In addition, the educationists 
were in a state of flux as to whether to invest in online 
resources or not (Asfour & Alkharoubi, 2023). In 
course of time, with COVID-19, not being completely 
controlled, the education was rendered to the students 
through online mode (Wong, 2023).

 Velammal College of Engineering & Technology 
(VCET), Madurai, offers undergraduate programmes 
in the following streams namely Civil Engineering, 
Computer Science and Engineering, Electrical and 
Elec t ron ics  Engineer ing ,  E lec t ronics  and 
Communicat ion Engineer ing ,  Information 
Technology and Mechanical Engineering; also, it 
offers post graduate programmes in the above-
mentioned disciplines except the Civil Engineering. 
VCET became the forerunner to start the online 
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classes using Google Meet efficiently. With a simple 
demonstrative session by the IT personnel and with 
limited resources and intermittent network 
connection, the members of VCET started to manage 
the flow of knowledge using the smart devices. Thus, 
VCET assured business continuity, flow of 
communication, and undisrupted knowledge transfer. 
The paper intends to analyze the challenges and 
drawbacks faced by the students with respect to online 
computer science and engineering education so that 
strategies could be devised towards addressing the 
identified problems to enhance the teaching learning 
process. 

2. Literature Review

 With the intervention of Corona Virus (COVID-
19) in the end of 2019 in Wuhan, China (Sansa, 2020), 
the scare of being infected by the same has started 
getting into the nerves of each of the countries across 
the world. The World Health Organization proclaimed 
COVID-19 to be a Public Health Emergency of 
International Concern on 30 January 2020 (Wee et al., 
2020). Gradually the widespread of COVID-19 in 
various countries was witnessed. India is not an 
exception to this, as in course of time, it witnessed the 
entry of COVID-19 in Kerala on 30 January 2020 
(Jayesh & Sreedharan, 2020). As a course of action, 
travel ban, the immediate closure of educational 
institutions, recreation centres, malls, etc., came into 
picture followed by a series of lock down which 
disturbed the normal routine of the people. Initiatives 
were taken by the government to educate people about 
the spread of the pandemic through print and audio as 
well as video messages (Shaanxi Normal University, 
2020). This pandemic situation affected every aspect 
of life including education.

 As urged by (Hodges et al., 2020) and endorsed by 
(COL, 2020; OECD, 2020), Emergency Remote 
Teaching (ERT) is a quick alternate arrangement to 
manage the pandemic situation (Bozkurt & Sharma, 
2020) to ensure the consistent flow of education by 
redefining the teaching methods which (Millman, 
2020) calls as "pandemic pedagogy." As a measure to 
cope with the pandemic situation, distance learning 
was adopted by the educational institutions (Wu, 
2020; CDC, 2020) so that social distancing could be 
guaranteed. Though it was initially a challenging task 
to manage education during the lock down situation 
(Wang, 2020), things started falling in place gradually. 
In course of time, the world witnessed many 
educational institutes adopting online education and 

continuously putting efforts to assure better learning 
environment (Murphy, 2020). The burning issue 
during the pandemic with respect to online classes 
was the drive amidst the faculty and students to adopt 
it as an alternative. Teachers with ‘work from home’ 
(Hubbard, 2020) option found it hard to handle the 
task (Luo et al., 2020).

 Meanwhile, the limitations and the challenges that 
were brought by COVID-19 on educationists with 
respect to education occupied the majority of the 
literature (Huber & Helm, 2020; Judd et al., 2020; 
NFER, 2020) out of which some came up with 
meticulous action plans to handle remote teaching 
commendably (Ferdig et al., 2020) and the rest 
appreciated the transformation of mindset of the 
stakeholders in this regard (Moorhouse, 2020; Zhang 
et al., 2020). UNESCO Director-General Audrey 
Azoulay observes this globe-wide educational 
disruption as an education crisis (Education 
International,  2020) and (UNESCO, 2020) 
acknowledges that the online education is the only 
way to cater to the knowledge transfer. Online 
education promises and provides study materials 
anytime, anywhere which contributes to learning at 
their own pace and convenience (Gewin, 2020). Due 
to this and advancement of digitalization, noted 
universities like Tsinghua, Peking, Harvard, MIT, 
Yale, Oxford and Cambridge had already brought 
online education in place in the last decade (Bao, 
2020) itself.

 Online platforms like MS Teams facilitates the 
effective transfer of AV materials instantly (Barteit et 
al., 2020) and this helps in commanding students’ 
enthusiasm and contribution resulting in meaningful 
learning (König, 2020). Broadcasting of audio files, 
telecasting of video lectures, relay of MOOCs 
(courses), and NPTEL courses also facilitate distant 
learning (University of British Columbia, 2020). 
Blended learning which is a combination of online 
and offline classes facilitate connectivity through 
Google form, Learning Management System like 
Moodle, Blackboard, Canvas etc., for assigning tasks 
and evaluating the performance of the students. Active 
learning helps students in knowledge acquisition 
much faster than any other way. The interaction 
between faculty and students are supported by LMS as 
instant messaging could be tiring. 

 With the emergence of online assignment 
submission and online tests, the genuineness of the 
person submitting the assessment and the originality 
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of the submission are questionable (Borge & Mercier, 
2019). Monitoring of students during assessments is 
still a challenge as there has been hesitation and 
reluctance sensed amidst the students especially girls 
(Sanderson, 2020). In addition, the study by (Flores et 
al., 2020) pinpoints that despite spending more time in 
making online teaching effective, there was hardly 
any creditable student participation or engagement. 
The need for the inculcation of artificial intelligence 
(Lim, 2020) to impart education in online mode more 
effectively has become the need of the hour (World 
Bank, 2020). Online education (McKimm et al., 2020; 
Goh & Sanders, 2020) has become indispensable and 
so in the post pandemic era, one should be prepared 
for a mix of online and offline classes for the same 
syllabus (Zhu, 2020). Hence, it calls for an attention to 
update advancements in the digital literacy and the 
education tools to bring in an effective teaching 
learning process (Jandrić, 2020). This aspect forms 
the crux of the study that was conducted on CSE 
students of Velammal College of Engineering & 
Technology (VCET), Madurai.

3.  Methodology 

 Keeping in mind to identify the opportunities and 
challenges with respect to information acquisition 
pertaining to Computer Science and Engineering 
branch of study, a questionnaire consisting of 20 
MCQs was made (Littlefield, 2018). It was based on 
multiple choice questions with varied number of 
options depending on the context. Convenient 
sampling method was adopted. The students of CSE 
branch who had the experience of online education 
were chosen to be the samples for the study. Formal 
permission was acquired from the head of the 
institution as well as the CSE department to conduct 
the survey. The purpose of the study and the questions 
were explained to the students. The students were 
given the choice to agree or disagree to be the part of 
the survey. In addition, to assure confidentiality, the 
identities of the students are not revealed to anyone. 
The survey was conducted employing a Google Form 
shared through their respective class WhatsApp 
groups. 100 students filled up the questionnaire, 
however, only 81 responses were considered for the 
study. The other 19 were incomplete and distorted. 
The result of Cronbach Alpha reliability test 
considering all the items present in the questionnaire 
was 0.834 which is highly significant in terms of 
reliability. After confirming the validity, the MS Excel 
Spreadsheet software tool was used to filter, organize 
as well as visualize quantitative data, and descriptive 

methodology was adopted for the data analysis.

4. Data Analysis

 Out of 81 total respondents of 2nd, 3rd, and 4th 
year students of CSE branch, 48 were female students 
and 33 were male students; 25.9% from 2nd year, 58% 
from 3rd year, and 16.1% from 4th year of study. 
96.3% of the respondents claimed to have the 
experience of both online and face-to-face learning 
experiences with respect to online CSE education; 
93.8% asserted to have got the basic digital literacy to 
access online classes before taking them up. It can be 
interpreted that online education was not a new 
phenomenon before the pandemic period very 
specifically in Madurai region. The youngsters of 
today have got exposed to the basic digitals skills as 
they are more familiar with social media applications, 
webinars, Skype calls etc. which is acknowledged by 
(Suharto & Ambarwangi, 2021) as well. This has 
enriched their digital experience and so adopting to 
online education and tools became an easy task.

 When asked about the items they enjoyed in online 
classes, 45.7% mentioned that online classes facilitate 
them to study at their own pace; 30.9% felt relieved 
that there wasn’t any need for commuting to college; 
11.1% felt listening to recorded lectures recurrently 
made them learn better; 6% felt good about the lack of 
need to dress up and be appealing whereas 5% enjoyed 
online assessments, and 1.3% considered flexible 
submission of assignments to be enjoyable. It is very 
significant to note that most students like to study at 
their own pace without any peer pressure or the 
regulations imposed by the instructors which is in line 
with the findings of (Gewin, 2020). However, whether 
the students opting for this will be able to learn time 
management remains a question that needs further 
probing.

 When enquired about the methods that engaged 
them personally to learn digitally, 33.3% mentioned 
small group work, 29.6% voted for project-based 
learning, 27.2% opted for individual assignment, and 
9.9% liked the large group tasks. This clearly suggests 
that small group tasks are considered more effective 
with the complementary skills helping each other. The 
small group also facilitates easy and effective 
coordination which may not be possible effectively in 
large group coordination and communication. Task 
based learning is almost equally preferred because 
division of the work, following up of the same, and 
consolidating of the results happen instantly and aptly 
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(Lambert et al., 2023). When a specific task is 
assigned, 56.8% preferred working in a small group, 
33.3% opted for working in pairs and 9.9% wanted to 
work individually.

 When questioned about the digital approaches that 
motivated them to learn, 32.1% mentioned that 
animations really make them stay tuned and this is 
confirmed by (Maisaroh & Endahati, 2022; Mansor et 
al., 2020; Schneider et al., 2023), 28.4% mentioned 
that PPT presentations are good to learn from, 14.8% 
were enthusiastic about online exercises, 9.9% liked 
all kinds of audio-visual materials, 8.6% were thrilled 
about using digital pen and slate whereas 6.2% 
preferred the white board and pen. It is worthy to note 
that the art of writing is losing its momentum be it 
using digital pen and slate or white board and pen. The 
students of today are ready to type out and feel 
reluctant to write. This may be due to their mobile 
addiction where they communicate via social media in 
the form of texting, voice messaging, and voice or 
video calling. Added to this, with their mobile phones, 
they are quite used to prediction of words or text as 
well. 

 When asked about their experience with online 
learning from home digitally, 67.9% mentioned that 
they are comfortable learning at their own pace at 
home whereas 21% mentioned that they get distracted 
with various activities like people chatting, watching 
tv, visitors, external noise etc. 8.6% mentioned the 
difficulties they faced with respect to inconsistent 
flow of Internet and how they had to suffer carrying 
the device from a place to another place looking for 
strong signal strength of the network, and 2.5% 
complained that the home situation is only 
challenging and it is not at all favorable for learning. 
This calls for an attention of providing equally a 
conducive atmosphere at home also to facilitate 
effective learning as reflected by (Barai, 2020; Keser 
Aschenberger, 2023).

 When commenting about the type of video lectures 
that made their learning effective, 61.7% mentioned 

that the video lectures delivered by their faculty to be 
more effective following the video lectures delivered 
by unknown experts, video lectures delivered by 
reputed overseas universities, and lastly NPTEL video 
lectures which is contrary to the findings of 
(University of British Columbia, 2020).  This calls for 
an attention with respect  to analyzing the 
effectiveness of NPTEL lectures as these are 
considered to be one of the major development 
programmes to upskill oneself. We need to understand 
the reasons behind the least preference of NPTEL 
lectures and motivate students to overcome those and 
to actively learn from those. Students’ preference for 
the video lectures delivered by their faculty 
encapsulates that they are designed in accordance 
with the students’ frame of reference and meant for 
getting better grades in their exams. 

 When given a choice about the most preferred 
method for clearing doubts, 45.7% wanted to ask the 
instructor and clarify their doubts directly whereas 
32.1% preferred to go through the online material 
providing additional explanation, and 22.2% 
preferred to post the query in the discussion forum to 
get inputs from the instructor as well as peers. Despite 
various means, asking the instructors directly and 
clarifying the doubts stands the most popular and 
preferred as the instructor can provide explanation 
keeping in mind the level of understanding of the 
student/students. Secondly, the instructor may give 
relevant examples and additional information with 
respect to the issue which may not be possible when 
you look for information online. Hence, when they 
post a query and when the peers respond, there is still a 

         Fig. 3: Methods for clearing doubts in online learning

 Fig.1: The methods engage personally to learn digitally

  Fig.2: Video lecture effective for learning

127Journal of Engineering Education Transformations , Volume 37 , No. 2 , October 2023 , ISSN 2349-2473, eISSN 2394-1707

108



128 Journal of Engineering Education Transformations , Volume 37 , No. 2 , October 2023 , ISSN 2349-2473, eISSN 2394-1707

lack of confirmation till the instructor intervenes. This 
acknowledges the indispensable role of instructor 
support be it online or offline which is in line with the 
study by (Mohd Basar et al., 2021; Nagi & Bojiah, 
2020). 

 When clarified about the sense of being 
comfortable using a cell phone or computer camera to 
show their face only for the purpose of identification 
during demos, presentations, or exams, 69.2% agreed 
without any hesitation and mentioned that there 
wasn’t any problem about it which is contrary to the 
findings of (Sanderson, 2020). However, 18.5% felt 
awkward and found it to be objectionable whereas 
12.3% remained in a state of confusion as to what to 
say. Most students agreeing for the motion is a good 
sign of understanding the importance of academic 
integrity as we do not have an option to confirm who is 
carrying out the assessment. If the instructor does not 
check, he or she may end up assessing someone else 
instead of the specified student. 

 When examined about the challenges they faced 
when taking classes in a fully online environment, 
42% mentioned that inconsistent flow of Internet is 
the major challenge. The students suffer attendance 
issues owing to this and at times they may have to 
shuttle in and out of the online class due to intermittent 
network which will affect the smooth transfer of 
knowledge. This may hamper the building up of 
rapport with the instructor and the peers as well.  
Following this, 34.6% mentioned that they have 
sensed a lack of concentration during online classes, 
12.3% complained about the unavailability of smart 
devices that makes online classes more effective and 
lastly, 11.1% did not have enough private space to do 
their online classes peacefully. This again stresses the 
importance of having a peaceful and conducive 
atmosphere to facilitate learning at home. 

      When commenting on the online class platforms 
like Zoom or Google Meet, 39.5% mentioned that 
they felt socially disconnected with their peers as they 

did not have the opportunity to share and care for each 
other in person which reflects the results of the study 
conducted by (Hehir, 2021). They missed the real time 
discussion and clarification that contribute towards 
learning. 38.3% mentioned that they could not focus 
and follow lectures, 12.3% felt online classes to be 
ineffective, and 9.9% felt no inclination to acquire 
knowledge from online classes. Being socially 
disconnected with peers and instructor drastically 
affect the mental make-up of the students. This could 
be the major reason for finding online classes to be 
ineffective and lacking in commanding student 
engagement and participation.

 In terms of instructional mode and materials, 
45.7% felt that there was a much-pronounced lack of 
communication, 19.8% had issues using software, 
18.5% faced issues pertaining to accessing and 
submitting assessments, 8.6% could not access course 
materials with ease, and 7.4% could not understand 
the instructions completely. This may be due to the 
unpreparedness from both the faculty and the 
students’ side. Online education was adopted as a 
matter of emergency service (COL 2020; Hodges et 
al., 2020; OECD 2020) and so neither faculty nor 
students had ample formal training to equip 
themselves for this mode of education. The faculty 
members tended to use the same instructional 
materials and assessments for the course (Dayal, 
2023) which is a matter of serious concern as to how 
they will fit in when there is a change in the mode of 
delivery.

           Fig. 4: Challenges of online environment
Fig. 6 : Tools for assignment submission

            Fig. 5: Challenges in Zoom/Google Meet classes
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 With respect to online mode of instruction, the 
overall experience was rated to be 43.2% of satisfied 
level and 18% of very satisfied level. This clearly 
indicates that the students are ready for online 
education as the dissatisfied level and very dissatisfied 
level stand at 3.5% and 2%. However, 33.3% stands 
neutral as to what to decide calls for a redressal of 
equipping the faculty and students to be trained 
enough to involve in online classes and developing of 
the course content and instructional materials that suit 
the purpose of education in onl ine mode. 
Nevertheless, 46.9% stated that the online mode is 
good for semi-theoretical courses, 42% recommended 
online mode for theoretical courses, and 11.1% 
insisted that it fits in for lab courses as well. More than 
10% suggesting that online mode is good for lab 
courses is a good sign because with no big technical 
support, lab courses were conducted online to keep up 
with the knowledge transfer flow during pandemic.  
This recommendation from students suggests that 
with proper training and resources, effective teaching 
of lab courses through online is possible.

 When asked about their suggestions to make lab 
courses effective through online mode, 33.3% voted 
for 3D enhanced practical sessions, 16.1% suggested 
to enhance IT infrastructure, 14.8% recommended a 
Learning Management System (LMS) to be in place, 
13.6% voted for hybrid or blended mode of learning, 
11.1% recommended digitalizing scientific materials, 
and safeguarding educational platforms. It is very 
clear to comprehend that the IT infrastructure should 
be enhanced to accommodate LMS to impart 3D 
sessions using digitalized instructional materials and 
education tools to make the user experience a fruitful  
one. 

 For the submission of assignment, 49.4% preferred 
Kahoot!, 25.9% preferred Google Java, 23.5% 
preferred Canvas, and 1.2% preferred Slack. Kahoot! 
is a social learning platform, with users of the game 
gathered around a common screen such as an 
interactive whiteboard, projector or a computer 
monitor. The site can also be used through screen-
sharing tools, like Zoom or Google Classroom. 
Students find it easy to comprehend through Kahoot! 
be it a short answer or writing the answer in detail. 
Hence, the students prefer to use this platform for 
assignment submission. As Kahoot! is user-friendly, 
game-based, and simple process of accessing, it is 
proved to have more liking from the students 
(Altawalbeh & Irwanto, 2023; Sinnivasagam & Hua, 
202 

Second preference is given to Google Java as it 
ensures that every assignment or work given to the 
students is done in the right way (Baharum et al., 
2020; Skalka et al., 2020). Students get automatic 
evaluation after submitting their assignment and it 
makes sure that the student gets marks after satisfying 
all the requirements of the project assigned. For this 
reason, Google Java may be considered easy to handle 
from the instructors’ points of view whereas it is said 
to be hard to handle as evident from the students’ 
responses. These are not so familiar to students owing 
to its complexities and the lack of training. The studies 
by (Marachi & Quill, 2020; Ragupathi & Pinto, 2022) 
explain the varied features of Canvas and their 
effectiveness in enhancing the learning experience in 
detail. Though Canvas is also preferred as equal as 
Google Java, it does not seem to be very popular 
amidst the samples; Slack is the least preferred and it 
is quite possible that the tool is unexplored. Hence, it 
is important to train the people involved and use a 
variety of tools for the enrichment of learning 
experience.

 When they are asked to suggest innovative 
teaching methodologies for online mode of teaching, 
61.7% suggested game-based learning, 19.8% wanted 
pre-recorded video lectures, 11.1% recommended 
mind map, and 7.4% wanted class blog. Though, 
game-based learning cannot be suitable for all the 
courses, it seems to command more student 
engagement. Pre-recorded lectures have its own 
flavour of favouring students with the recurrent use 
for more clarity as these are demonstrative in nature. 
The preference for mind map and class blog are least 
rated as these may command some participation at the 
students’ end. This clearly suggests that the students 
want something readymade and easy to access to 
manage their study.

 51.9% suggested that the complete online 
engineering education was not effective whereas 
48.1% felt that it is effective. Amongst this, a greater 
number of boys and a smaller number of girls have 
found online education to be very effective. 54.3% 
disagreed to enroll for an online postgraduate course 
but 45.7% agreed to get admitted. Amongst this, a 
greater number of boys and a smaller number of girls 
agreed to take up their post graduate degree 
programme completely online.

5. Conclusion

 It is concluded that there are many niceties abiding 
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online learning. Studying at our own pace of time and 
convenience, exploring novel education tools for 
online mode of education, engaging in small group 
works for performing tasks, watching animations, 
listening to recorded lectures by the faculty, clarifying 
doubts instantly through the learning platform, game-
based learning, and online submissions through 
Kahoot! to name a few. However, the overall 
responses suggest that a completely online CSE 
education will not be effective and majority 
disagreeing to enroll into a completely online post 
graduate course highlights the need to address the gap. 
The suggestions to include 3D sessions with digitally 
modified instructional materials, arrange for proper 
training of the faculty members and students, 
incorporate more game-based assessments, employ 
varied education tools, invest in high-speed Internet 
connectivity, and other IT infrastructure are to be 
taken seriously to embark onto this journey.

6.  Recommendations

• Hand written assessments are losing its charm 
owing to the emerging technologies. Hence, this 
study intends to recommend typing of the answers 
from the beginning of the college level education. 
These days there is no concern for any hand written 
manuscript and in the college level education, 
checking the knowledge of spelling is also not the 
priority. Moreover, the similarity index will 
significantly find out and report the originality of 
the submission. It is recommended to have the 
plagiarism software to be embedded in the LMS 
platforms that is provided for task submission. The 
students also can check and verify at their ends 
which will help them work further and submit 
again.

• For online education to be more effective, 
counselling sessions should be arranged for family 
members of the wards stressing the importance of 
maintaining a quiet private space which is 
conducive for online learning.

• It is recommended to identify the challenges 
pertaining to NPTEL courses so that these could be 
improved to make the students attend them 
willingly.

• It is recommended to recognize the changing role 
of the faculty from instructor to facilitator so as to 
train him or her in the light of digital literacy to 
equip them to make the teaching learning process 
more striking.

• It is recommended to find out ways and means to 
monitor students during examinations using 
recognition of facial expressions, movement of eye 
balls, gestures, and postures.

• It is recommended to develop smart devices meant 
ideally for educational purposes so that there are no 
distractions to the learners in any manner.

• Online education comes with a lot of issues 
pertaining to the social disconnection. It is 
recommended for the instructors to incorporate a 
lot of interactive tools with respect to group work 
to let the students collaborate and learn better.

• It is recommended to have a mix of online and 
offline modes of education when imparting 
engineering courses as this will help in social 
interaction and hands-on learning. For these 
reasons, students enjoy blended or hybrid models 
to realize the ease of learning at their own 
convenient pace as well as learning practically 
interacting with peers and instructors.

• The LMS platforms like Kahoot! needs intense 
promotion amidst students. More LMS platforms 
should be introduced to the students for the ease 
and engagement of the students with the content 
and the instructional materials. 

• Game-based learning proves to be commanding 
more attention and interest. It is time to explore the 
concept of the Metaverse which is undeniably 
becoming a part of every technology that makes 
our lives easier. It is recommended to bring in 3D 
technology, establish virtual learning environment 
embedding artificial intelligence, augmented 
reality, mixed reality etc., to make the learning 
experience vivid and participatory. However, it is 
also suggested that one should know that the self in 
the real world and the self in the virtual world are 
two different identities. Nevertheless, the self in 
the virtual world could be an alter ego of the real 
identity. It becomes compulsory for the instructors 
to clarify all these to the students before they 
expose the students to this kind of environment to 
avoid the student’s tendency to suffer identity 
crisis.

7.  Future Research

 The correlation between studying at their own pace 
and time management should be analyzed. In addition 
to the effectiveness of online delivery and digital 
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instructional materials, the need for a peaceful 
ambience at home is still stressed by a considerable 
number of students. Further probing in this regard 
should be carried out in the Indian context in general 
and Madurai context to be specific. Game-based 
learning seems to be promising in commanding 
student engagement however, whether it contributes 
towards academic performance remains a query. The 
effectiveness of 3D materials, education tools, formal 
training on online education, peer learning, and online 
lab courses still need in-depth analysis with respect to 
Madurai context.

8. Limitations

 The study is based on the responses from the 
sample size of 81 from an institute. Hence, the 
findings cannot be generalized. Further, the study was 
conducted only on the students of CSE major which 
further restricts itself to idealize the findings with 
respect to CSE education as a whole.
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application of IIOT along with two contributions: the first one is to secure sensor based image, video and audio

communication and the other one is the detection of human activity. Initially, the human activities data are captured
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office dashboard with the help of an efficient encryption algorithm namely Software Defined Network along with

Stochastic Honey Overlapping Based Dual Helix Scan (SDN-SHODHS), that secures the communication in the access

network. In the second phase to detect employee activity, we propose an efficient Elevated Deep Convolutional Neural

Network that gives the best efficient result compared to all other existing works. Our proposed framework achieves
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encryption and decryption time, precision, recall and F-measure.
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The growth of artificial intelligence (AI) in the healthcare industry tremendously increases the patient outcomes by
reshaping the way we diagnose, treat and monitor patients. AI-based innovation in healthcare include exploration of
drugs, personalized medicine, clinical diagnosis investigations, robotic-assisted surgery, verified prescriptions,
pregnancy care for women, radiology, and reviewed patient information analytics. However, prediction of AI-based
solutions are depends mainly on the implementation of statistical algorithms and input data set. In this article,
statistical performance review on various algorithms, Accuracy, Precision, Recall and F1-Score used to predict the
diagnosis of leukemia, glaucoma, and diabetes mellitus is presented. Review on statistical algorithms' performance,
used for individual disease diagnosis gives a complete picture of various research efforts during the last two decades. At
the end of statistical review on each disease diagnosis, we have discussed our inferences that will give future directions
for the new researchers on selection of AI statistical algorithm as well as the input data set.
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A B S T R A C T   

This article offers a brief overview about cyber-physical systems enabled by blockchain (CPS). Dissects various 
blockchain-enabled CPS reported on the operations and blockchain characteristics used in the literature. Base of 
its time sensitiveness and throughput requirements, we identify and categories key common CPS operations that 
can be activated by blockchain. We also develop blockchain features and categories in terms of diverse levels of 
benefits to CPS like security, privacy, immutability, tolerance of defects, interoperability’s, data origin, atom
icity, automation, information/service sharing and trust. This paper provides an overview of the concept of 
intelligent cities as well as emerging technologies and a quick overview of cyber-physical systems. It then dis
cusses CPS’ potential role in the development of intelligent city apps and some real-life examples of CPS 
adaptation for city smart projects. A decentralized database based on distributed ledgers has been introduced. 
Distributed ledgers are a distributed database with a network connection node. These nodes include ledgers that 
list transactions with timestamps.   

1. Introduction 

CPS (cyber-physical systems) are an architectural paradigm that 
combines pervasive sensing and communication technology to give 
many economic and societal benefits. In other terms, it’s a cyber- 
enhanced physical system or process. These components are tightly 
interconnected, which indicates that one component’s functionality is 
reliant on the functionality of the other. In recent years, CPS has expe
rienced exponential expansion in areas such as energy, health, trans
portation, and the Industrial Internet of Things (IIoT). Stability, 
dependability, robustness, security, and privacy are key areas of 
research when creating smart, efficient, and flexible systems. Rapid 
advances in enabling technology, on the other hand, have exposed such 
systems to substantial and profound hazards. We would forfeit the 
enormous benefits that such risks can give if they are not managed. By 
effectively establishing trust among nodes, blockchain has the ability to 

develop new foundations for most distributed systems. It is a crucial 
technology for decentralization and plays a significant role in the CPS 
area (see Tables 1 and 3). 

Blockchain is a promising solution to address the mentioned CPS 
problems because of its prominent qualities of decentralized, anonym
ity, and security. The blockchain is an immutable, distributed ledger that 
stores data in blocks that are connected via cryptographic techniques in 
a peer-to-peer network. Although the Bitcoin blockchain’s principal use 
is to transfer funds between members of a trustless network without the 
necessity of trusted intermediaries, blockchains with varying capacities 
have since grown to accommodate different applications. When stated 
parameters are met, smart contracts on Ethereum and Hyperledger 
blockchains, for example, can run self-executing programming. 

The paper’s main structure is as follows: Section 2 contains a liter
ature review based on our approach. Section 3 Contain cyber-physical 
systems (CPS) and pervasive sensing to demonstrate how blockchain 

* Corresponding author. 
E-mail addresses: hemashek@gmail.com (T. Hemalatha), sangeethakalyaniraman@gmail.com (K. Sangeetha), sasikalaranik@skcet.ac.in (K. Sasi Kala Rani), 

kanimozhikv.sse@saveetha.com (K.V. Kanimozhi), lawanyaraj@gmail.com (M. Lawanyashri), ksanthi@vit.ac.in (K. Santhi), rdl@vcet.ac.in (R. Deepalakshmi).  

Contents lists available at ScienceDirect 

Measurement: Sensors 

journal homepage: www.sciencedirect.com/journal/measurement-sensors 

https://doi.org/10.1016/j.measen.2023.100906 
Received 15 February 2023; Received in revised form 19 June 2023; Accepted 2 October 2023   

132

mailto:hemashek@gmail.com
mailto:sangeethakalyaniraman@gmail.com
mailto:sasikalaranik@skcet.ac.in
mailto:kanimozhikv.sse@saveetha.com
mailto:lawanyaraj@gmail.com
mailto:ksanthi@vit.ac.in
mailto:rdl@vcet.ac.in
www.sciencedirect.com/science/journal/26659174
https://www.sciencedirect.com/journal/measurement-sensors
https://doi.org/10.1016/j.measen.2023.100906
https://doi.org/10.1016/j.measen.2023.100906
https://doi.org/10.1016/j.measen.2023.100906
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Measurement: Sensors 30 (2023) 100906

2

technology can help the economy and society and 3.1 contain Distrib
uted ledger based decentralized database with cyber-physical CPS sys
tems in smart city application. The experimental section is in Section 4. 
The paper comes to an end in Section 5. 

2. Litrature survey 

Blockchain-based solutions for CPS using over-simplified system 
models does not fully represent the System dynamics, requirements and 
restriction [1]. more realistic system model, real-world data sets, 
proof-of-concept and pilot trials are necessary to build blockchain so
lutions that can be applied to real-world CPS. While some blockchain 
platforms include test networks and performance evaluation tools, the 
performance of large networks or complex CPS applications cannot be 
evaluated [2]. Blockchain-enabled cyber-physical systems, a succinct 
yet thorough examination (CPS). The functioning of several 
blockchain-enabled CPS documented in the literature, and the block
chain properties used. Security, privacy, immutability, toleration for 
faults, interoperability, sharing of data/service and trust are properties 
of blockchain that can be divided into different CPS benefits [3]. Crea
tion of conceptual principles for the design of cyber-physical systems of 
food production. According to the results, modern foods have a 
cyber-physical character that is crucial to the development of healthier 
and more sustainable food systems. Using machine learning methodol
ogies to collect, integrate and analyses data relating to biomass pro
duction and processing at different levels from a molecule to a global 
level, it is possible to accurately analyses food systems and estimate 
upscaling benefits and potential negative social-attitude rebound effects 
[4]. A thorough review of the use of blockchain in current information 
systems as a service. According to some of the most relevant findings in 
the survey, the structure of blockchain, modern cloud and cutting-edge 
computing paradigms are essential to enabling new participants to 
widely adopt and develop blockchain technologies in today’s vibrant 
global market. 

The introduction of Log-Flow, an IoT, CPS, and blockchain 
technology-based logistics financed platform. We called for the use of 
digital assets to accelerate the physical and information movement 
across the LC in order to facilitate logistics financings [5]. For building 
digital assets with mobile sensors and IoT technologies, Digital Twining 
and IoT technologies were used [6]. If 5 limitations can be addressed 
effectively, 6 are widely recognized as a four contributor to the reduc
tion and increase in consumption and sustainability. The development of 
Smart Product-Service System (SPSS) in which 8 Smart Connected 
Products (SCP) play a critical part for the connection of 9 physical 

components and specialized services to create value, has also been 
driven by the development of advanced Information and Communica
tion Technology (ICT) [7,21]. Create a multi-layer taxonomy to 
demonstrate how BT is used in different business models in intelligent 
city. The article explores the business model and technological aspects of 
a blockchain-based smart city application. Identify archetypes of BT 
startups in several areas, including economic sharing, privacy and se
curity, and the Internet (IoT). 

Determining whether an application blockchain is legitimate or not. 
Such apps should solve a business problem that cannot be more effi
ciently solved with various technology, that has an identifiable actors’ 
network of assets and transactions [8], and that requires the trust of 
recorded transactions that include properties such as immutability, fi
nality, origin and consensus [9]. Various researchers are keen to un
dertake research on the subject of cyber-physical systems. We present an 
overview of several problems with CPS devices in our article, which 
endanger user security and privacy [10]. On this basis, a secure archi
tecture for CPS applications was developed as a solution to deep learning 
adoption blockchain. Conceptual discussions on DAM have been pre
sented. Our future studies will be shaped by the implementation and 
evaluation of the proposed DAM model. As it also places the authorities 
in a chain of verifiers or certifiers, DAM can be seen as a conceptual 
approach to the governance of blockchain enabled multi-agent ecosys
tems [11,12]. The main characteristics, components and functional 
features of CPS are decentralized consensus approaches. The survey also 
shared the importance of BC as a facilitator for ensuring faith and 
validation in the CPS ecosystems. There are three objectives for this type 
of survey. Initially, the proposed survey will examine the review process 
systemically based on research issues and quality screening issues [13]. 
A blockchain-KM protocol, which can accelerate transaction processing 
without sacrificing the benefits of traditional blockchain. Planed 
Blockchain-KM protocol transforms the whole private chain to a 
blockchain, and users are required to mine or lease the wireless spec
trum. After a miner has obtained the license for spectrum access, he will 
send messages over wireless networks. The miner may also auction off 
the authorization when the miner no longer wants to broadcast mes
sages [14]. This book bridges a gap between sustainable development 
and CE literature by providing a set of rules on how technology has a role 
to play in a sustainable society. An essential conflict and problem is how 
far these emerging technologies’ negative environmental effects can be 
offset by their sustainability advantages. 

This study suggests that technological improvements are going to 
continue to accelerate so that everyone is not able to keep up with the 
change rate. During the process, many industries already miss the op
portunities that data offers because of a lack deficiency and awareness of 
what data and artificial intelligence may offer [15]. Commercial houses 
can share the same set of UAVs as blockchain technology that guarantees 
confidence and openness [16]. A range of UAV security and privacy 
vulnerabilities and possible blockchain-based solutions have been 
discovered for addressing these threats [17]. The service function of an 
intelligent city information management system should first and fore
most be highlighted in the CPS architecture. We offer a CPS physical 
architectural model for the intelligent city based on the architecture 
framework for service [18]. A Hybrid Smart City Cyber Security Ar
chitecture (HSCCA) method is used to investigate threats and to 
generate safe data. To build a we ensure that crucial variables such as 
useful data collection, store, retrieval, and a well-organized high-level 
HSCCA network are taken into consideration [19]. As a result of the 
blockchain-AI convergence paradigm, the intelligent city sector is 
changing. It brings together companies, administrations and even 
countries. Blockchain-AI is known and highly esteemed thanks to its 
decentralized character and peer-to-peer qualities [20]. Use Telecom 
Data, Hotspots Extraction and SNA, a method to create a CPSS model on 
big data platforms. The suggested CPSS model incorporates high-traffic 
areas in urban centers and incorporates central network features to 
determine the relevance of each node. This selects the ten most occupied 

Table 1 
Application domains of CPS.  

SYSTEM APPLICATION 

Healthcare Medical equipment, health network administration 
Industrial Control 

system 
Electronic automotive, railway 
Vehicle networks, systems, 
Management of aviation and aviation 

Transportation Monitoring and control of physical infrastructure 
Smart grid Generation of electricity and distribution, construction, 

and environmental management 
Smart city Detection of mobile phones 

Congestion in the streets 
Parking with Insight  

Table 3 
Compares DDS with DLBD on various characteristics.  

Characteristics DDS DLBD 

Energy Consumption 0.75 0.63 
Scalability 0.69 0.88 
Security 0.84 0.87  
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regions in a clever city in our proposed model. 

2.1. Blockchain limitations  

• The use of block size and the time needed to calculate the hash is 
restricted and therefore does not increase as many devices are con
nected. • Under some circumstances, transaction charges or some 
other forms of mineral compensation are necessary.  

• The requirements of the blockchain participants in computing and 
storage are large, as the entire ledger must be stored and partici
pating as endorsers or miners in the transaction verification process.  

• Although the concept of a single bank is not as centralized, it relies 
still on a few large companies, such as miners. 

3. Proposed model 

A cyber-physical system based on block chains is a mechanism 
closely linked with the internet and its end users and manages or 
monitors computerized algorithms. In a cyber-physical system, the 
physical and software components are tightly integrated, with each 
working on different temporal and spatial scales. Blockchain technology 
was initially associated with bitcoin, but in recent years, its potential 
applications in domains such as smart contracts, logistics, and the 
administration of multi-actor systems have been investigated. Re
searchers and developers hope to boost people’s trust in both digital and 
local communities by using the possibilities of Blockchain. Because of its 
decentralized and open nature, Blockchain systems may easily accom
plish this, giving a single source of truth and a single starting point for 
future initiatives. 

3.1. CYBER-PHYSICAL systems (CPS) 

Cyber-physical systems are linked together in CPSs to offer crucial 
services. The smart grid, for example, makes extensive use of data 
collected from the physical system. The cyber system collects and ana
lyses data, and then uses economic and corrective activities to alter the 
physical system’s operation. Despite the need of integrating cyber and 

physical systems, the tight coupling of physical and cyber systems in
troduces new sorts of dangers. When cyber-attacks are involved, on the 
one hand, the cyber system may have a negative impact on the physical 
system. Untimely and/or forged directives, for example, may cause 
damage to the facilities or possibly set off a chain of events. On the other 
hand, a considerable number of the CPS’s key functions rely on precise 
data and measurements from the physical system. Sensor, device, and 
communication line failures result in insufficient data, processing de
lays, and failures to send critical commands. As a result, the physical 
system’s reliability is compromised. 

3.1.1. Blockchain applications for cyber-physical systems (CPS) 
A cyber-physical system based on Block Chain is one that includes 

strict coordination and a combination of physical and computer aspects. 
Intelligence control systems (ICS) and sensor-based systems are two 
common applications of CPS (SBS). SBS, such as wireless sensor net
works and smart building management systems, use a network of 
dispersed sensors to gather and monitor environmental or system data 
and send it to a central system for processing. Automatic pilot avionics, 
distributed robotics, process control systems, smart grid operation, 
medical monitoring, and autonomous vehicle systems are all examples 
of ICS. In this subject, the benefits and applications of blockchain 
technology in cybersecurity are discussed. Fig. 1 illustrates this. 

Cyber computing can be used to acquire, regulate and interact more 
resourcefully with physical infrastructure and systems. The CCI main
tains and maintains large physical systems and infrastructures through 
the Internet of Things (IoT). Cloud computing technology is now inte
grated into CCI. For instance, in the case of a Smart Health System, 
people can access and process the medical data they store in the cloud 
(including medical video and images) through virtual components 
(machines, server). In addition, patient safety records are collected 
dynamically and processed in remote diagnostics and mobile health (by 
means of medical devices and signal processing sensors) before sent for 
further transmission and analysis to wireless sensor networks. 

Governance and smart living: In the infrastructure of living and 
governance, CPS has a greater role to play. CPS is an open database 
collection that provides information on several topics from a non-textual 

Fig. 1. Block diagram for Cyber - Physical Systems in Blockchain.  
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perspective (biodiversity, weather, geographical, medical, utilities, and 
so on). This information/data is frequently derived from public admin
istration programmers supported or developed by a public entity that 
distributes the information/data through social media. Individuals may 
use open databases to access comprehensive information and informa
tion regarding recreation, social services, health, transport and other 
matters. Governance and living are the two modern fields in which CPS 
can play an active role. Electronic voting, intelligent water management, 
smart transit, and smart waste disposal are some of CPS’ potential 
manifestations. 

Public Safety System: The CPS has a major impact on progress in the 
public security sector as part of its efforts. The technological changes 
that change the interaction between government officials, government 
agencies and transport fleets mean that interoperability is no longer just 
a motto; communities’ benefit. The country’s broadband public safety 
net, “FirstNet,” is the first in its kind, for example. The first one is now 
the “First Responder Network Authority.” Where fully functional, 
FirstNet includes, besides data transfer, audio, photo and video 
communication. 

A mathematical model for a DSS like this. While it is widely assumed 
that all models are incorrect, as shown by G.E. Pelham Box, some are 
beneficial. We hope that the model described in this study will be useful 
in making decisions. The mathematical model is defined as follows: 

S=

∑N

i
aiwi

N
(1) 

A sensor plot can be used in some instances, to compare the appli
cability of the decentralized Distributed Leader based database to 
different applications such as the university database and the associated 
car databases, for example, in the mathematical model, a simple nu
merical output for decision-making. When there are many independent 
variables, all with different measurement scales, spectrum visualization 
is very useful. 

3.2. Distributed ledger based decentralized database for cyber-physical 

A distributed ledger is a “record system” duplicated and maintained 
in sync between several network nodes, without a “master” copy of the 
directory. More specifically, the ledger is implemented in physical DLT 
systems as a timed and unchangeable linear record sequence. Only if 
new records have been validated by pairs of consents to ensure that 
documents are true and cannot be deleted or withdrawn after commit
ment can change the sequence. The integrity of records and sequences 
will be protected by strong cryptographic techniques. In view of the 
decentralized nature both of the leader and of the consensus mechanism 
it is only by taking over significant numbers of its kernels - N/3 + 1 to N/ 
2 + 1 depending on the consensus mechanism, where “N" is the total 
number of knots - that we can compromise or bring down a “pure DLT. 

Because of the components depicted in Fig. 2, Blockchain is able to 
achieve these qualities. Distributed ledgers provide a distributed data
base with nodes that form a network link between users. Ledgers, which 
are ordered lists of transactions with timestamps, reside within these 
nodes. Only within the database can these ledgers be appended, 
ensuring a safe mechanism to track transactions without the need for a 
central authority to verify them. The first generation of Blockchains used 
a P2P transaction model, which was later replaced by Smart Contracts in 
the second generation. Smart Contracts are pieces of software that 
regulate the flow of ledgers between nodes. 

4. Experimental result 

Our proposed Distributed ledgers (DLBD) approach was tested using 
the NS 2.35 simulator. Fig. 3 shows the characteristics of the three pa
rameters for DDS and DLBD applications. The total score in all metrics is 
0.75, where the above values are plugged into Equation (1), as 
compared to 0.63 in the connected vehicle data base. The score is 1.0. 
This framework helps establish the equally suitable decentralized 
database technique based on distributed headers for either database. 

A more primitive approach could take longer and be more 

Fig. 2. Distributed ledgers provide a distributed database with nodes.  

Fig. 3. Performance of DLBD  
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susceptible to human error. All of this demands the involvement of a 
third party, as depicted in Fig. 3. By offering a ledger-based decentral
ized system that allows all users to access the same data, blockchain 
eliminates the need for several data storage methods. Data will be more 
easily accessible, and organizational efficiency will be enhanced. 

Fig. 4 shows the benefits of block chain technology using ledger 
based decentralized database. Fig. 5 illustrates how the Block Chain 
approach calculates efficiency and transaction time, resulting in a higher 
output result. When compared to other methods, CPS-based Block chain 
technology provides an effective methodology for increasing efficiency 
and transaction time. 

5. Conclusion 

This paper provides CPS with decentralized ledger database tech
niques like blockchain or are used. CPS are physical world control sys
tems that control and monitor our environment. Blockchain and its 
inherent combination of consensus algorithms can use distributed data 
stored on the record and secure protocols in order to build security, 
scalability, and reliability in such systems. This paper describes how 
applications, including the smart city, have benefited by distributing the 
risk of a centralized architecture to validated information across the 
network. This paper describes the decentralized data base technique 

used by blockchain technology, a common database built only by adding 
new data, authenticated users with high encoding, and using economic 
incentives to promote the administration and safe updating of immi
grants. But the future will likely and ultimately lead to intelligence, and 
cyber-physical cities are closer to reality than ever before. 
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ABSTRACT

The chapter explores the transformative shift from traditional to integrated healthcare. It delves into 
technology, patient empowerment, interdisciplinary collaboration, data-driven decision-making, and 
preventive healthcare. The role of AI in diagnostics and treatment, along with the use of big data for 
improved outcomes, resource allocation, and disease surveillance, is highlighted. The chapter advo-
cates for a proactive healthcare model, emphasizing early intervention and ethical considerations. It 
explores virtual reality and augmented reality’s potential in medical practices and discusses the impact 
of telemedicine on accessible and convenient patient care, especially in underserved areas. This concise 
overview provides insights into the future of integrated medicine in Healthcare 5.0.

1. INTRODUCTION

In an integrated medical future, individuals become active participants in their own health, and technol-
ogy acts as an enabler rather than a replacement for interpersonal relationships. A different, innovative 
and empathetic approach that maintains the principles of Healthcare 5.0 seems, providing the prospect 
of a community that feels more peaceful, well-being, and joyful. “Healthcare 5.0” is the next stage in 
development in healthcare, indicating an evolution of paradigms from traditional approaches to a com-
prehensive, focused on patients approach. Addressing the mind, body, and spirit is vital since true heal-
ing extends beyond simply alleviating symptoms. The chapter analyses the core elements of healthcare 
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5.0 by examining the revolutionary roles that artificial intelligence (AI) and machine learning (ML) are 
playing in changing diagnosis and treatments. It also focuses at the promise of precision medicine, which 
uses genetic data to personalise care for patients and enhance outcomes (Vale, El-Sharif, and Ali 2022).

The chapter also highlights how important it is to encourage cooperation between technology experts, 
researchers, and healthcare professionals in order to establish a setting where knowledge and creativity 
are freely exchanged. Through shedding light on the importance of this cooperative framework, the story 
reveals how it acts as a driving force behind revolutionary developments in healthcare. By fostering a 
synergy that breaks through conventional silos, this integrated strategy pushes the sector towards new 
frontiers of discovery and application.

Furthermore, the investigation explores the crucial function that patient empowerment plays in the 
Healthcare 5.0 framework. The importance of increased health knowledge and patient involvement in 
treatment choices is emphasised. In this Healthcare 5.0 vision, the convergence of inclusivity, creativ-
ity, and compassion drives medical advancement while simultaneously establishing the groundwork 
for a society that is not just happier and healthier but also more intricately connected through shared 
information and well-being.

1.1 Evolution of Healthcare: From Traditional to Integrated Medicine

Strictly focusing on treating certain ailments or symptoms with accepted medical procedures—frequently 
involving drugs and surgery—was the hallmark of traditional healthcare. With little regard for their 
general health or lifestyle choices, individuals under this approach sought medical assistance for specific 
symptoms. An individual with persistent headaches, for example, may be prescribed painkillers by their 
physician. This treatment targets the symptoms rather than probing deeper into underlying issues like 
anxiety, inadequate sleep, or malnutrition (Lemmen, Simic, and Stock 2021).

An important trend towards integrated medicine evolved as medical knowledge grew and patient 
outcomes were examined. This method adopted a more holistic viewpoint, accounting for a patient’s 
emotional health as well as lifestyle, heredity, environment, and other aspects. Rehabilitating individual 
illnesses became less significant than treating the individual’s condition as a whole. A patient with 
chronic back pain may receive physical therapy, chiropractic care, and stress reduction using mindful-
ness methods as part of the growing approach. In order improve general well-being, this multifaceted 
strategy seeks to tackle the underlying causes of pain in addition to just relieving it.

This evolution in healthcare signifies a progression from conventional, isolated medical practices 
to a cohesive approach that integrates traditional and modern medicine, as depicted in Figure 1. The 
emphasis is now on a comprehensive understanding of patients and a commitment to addressing health 
issues at their roots, reflecting a more patient-centered and holistic paradigm.

Alternatively referred to as holistic or integrative medicine, integrated medicine is the combination 
of evidence-based complementary and alternative therapies with standard medical procedures. Person-
alised treatment plans, patient empowerment, and active involvement in the healing process are at the 
centre of this approach. Using cutting-edge diagnostics, genetics, and technology, integrated medicine 
precisely customises interventions to meet each patient’s specific needs.

Imagine an instance in integrated medicine where a patient with cancer receives a customised treat-
ment plan. It incorporates alternative methods like acupuncture, yoga, and meditation with conventional 
treatments like radiation or chemotherapy in an effortless way. This method places holistic nature seeks 
to enhance the patient’s general state of life as well as their health throughout the duration of therapy, in 
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addition to fighting the illness. Thus, integrated medicine embodies a patient-centered philosophy that 
brings together the best aspects of complementary and traditional medicine to provide a more thorough 
and customised medical experience.

1.2. Definition and Concept of Healthcare 5.0

The healthcare industry has witnessed a significant and recent transformation as “Healthcare5.0.” This 
places great emphasis on the patient, incorporating advanced technology, collaborative teamwork, and a 
comprehensive understanding of the patient’s well-being. The goal is to seamlessly integrate data-driven 
technologies, personalized medicine, and patient empowerment to actively involve patients in their 
healthcare decisions (Seetharaman, Krishnan, and Schneider 2021). By utilizing wearable technology 
and medical monitoring apps, Healthcare 5.0 continuously collects data on various health indicators, 
sleep patterns, and activity levels. This data equips healthcare providers with a thorough understand-
ing of the patient’s condition, enabling them to tailor their plans accordingly by integrating it into the 
patient’s digital health record.

Healthcare 5.0 is an evolving revolutionary change in the medical field, emphasising a patient-centric 
strategy that leverages advanced technologies, cooperative collaboration, and an in-depth understanding 
of the well-being of people. By integrating data-driven technologies, personalised medicine, and allow-
ing patients to take an active role in their medical decisions, it aims to accomplish an easy transition. 
Employing wearable devices and medical monitoring apps, Health 5.0 gathers real-time data on the 
health of an individual, sleeping habits, and activity level. Since the fact because this data is integrated 
into the patient’s electronic health record, physicians may use it to gain an in-depth understanding of 
the patient’s condition and adjust their treatment plans accordingly. The idea of Healthcare 5.0 is an 
enhancement over past healthcare models, emphasising the significance of patient contribution, safe-
guarding, and welfare as a whole. It makes optimal use of the advantages of AI, ML, and big data in 
order to improve diagnosis, treatment, and care coordination while encouraging collaboration among 
healthcare professionals from various disciplines.

Through Healthcare 5.0, patients with chronic diseases such as diabetes can receive personalised 
treatment programmes that use lifestyle factors, genetic analysis, and data from wearable devices. The 
patient takes an active role in self-monitoring, makes informed decisions, and consults with physicians 

Figure 1. Evolution of healthcare: From traditional to integrated medicine
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virtually through the use of virtual health platforms. Figure 2 illustrates the revolutionary changes and 
innovations that are reshaping healthcare delivery, technology, and services.

1.3 The Current Gaps in Knowledge or Limitations 
Identified in the Existing Research

Current healthcare systems often suffer from fragmented data across various platforms and institutions. 
Seamless data integration and exchange are crucial for comprehensive patient care and analysis but pose 
significant technological and policy challenges. While AI holds immense potential for personalized 
medicine and predictive analytics, ethical considerations regarding bias, transparency, and accountability 
require careful attention. Additionally, existing algorithms may not adequately capture the complexity 
of individual health factors and social determinants of health. The integration of technology should not 
overshadow the importance of human connection and patient-centered care. Building trust with patients 
and ensuring equitable access to these advancements remain crucial challenges. Successfully implement-
ing Healthcare 5.0 requires adapting existing clinical workflows and training healthcare professionals on 
utilizing new technologies effectively. Resistance to change and the need for robust training programs 
hinder seamless integration.

Current legal and regulatory frameworks may not adequately address data privacy, ownership, and 
liability concerns with advanced healthcare technologies. Adapting these frameworks to ensure ethical 
and responsible implementation is essential. Implementing and maintaining sophisticated Healthcare 
5.0 infrastructure and technologies can be expensive. Equitable access and affordability for resource-
constrained settings require innovative solutions and partnerships. Many aspects of Healthcare 5.0 remain 
theoretical or in early stages of development. Rigorous research and robust clinical trials are necessary to 
validate the efficacy and safety of these technologies before widespread adoption. Healthcare 5.0 must 
go beyond individual-level interventions and address the broader social, economic, and environmental 
factors that impact health outcomes. Integrating social determinants of health into the framework is crucial 
for achieving true health equity. The healthcare landscape is constantly evolving, requiring Healthcare 
5.0 systems to be adaptable and capable of learning from new data and emerging technologies. Building 
adaptive frameworks for continuous improvement is essential for long-term sustainability.

Figure 2. Health industry revolution
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1.4 Purpose and Scope of the Chapter

This chapter’s goal is to examine and clarify the healthcare industry’s revolutionary transition from 
conventional methods to the integrated approach of Healthcare 5.0. The chapter seeks to emphasise the 
importance of patient-centric care, technological integration, and collaboration in influencing the future 
of healthcare by looking at the major turning points and conceptual framework.

Historical overview: This chapter will give a general account of how healthcare has changed through-
out time, showing how old techniques gave way to integrated medicine.

Integrated Medicine: Extensive explanations of the ideas and methods of integrated medicine, em-
phasising its patient-centered methodology and providing instances of effective integrative treatment 
in the actual world.

The concept of Healthcare 5.0 and its essential components—such as the use of contemporary tech-
nologies, patient empowerment, and precision medicine—are described.

Applications in real time: demonstrating the impact of Healthcare 5.0 on patient outcomes and ex-
periences while demonstrating its real-time use in a variety of healthcare contexts.

Future Consequences: talking about how Healthcare 5.0 might affect public health programmes, 
research, and healthcare delivery in the future.

Through an exploration of these facets, the chapter aims to offer a thorough comprehension of the 
development of healthcare and the revolutionary possibilities of Healthcare 5.0 in moulding a more ef-
fective, patient-focused, and cohesive healthcare framework.

2. FOUNDATIONS OF HEALTHCARE 5.0

Healthcare 5.0 denotes a revolutionary epoch in medical history, where patient-centered care, multi-
disciplinary collaboration, and state-of-the-art technologies combine to determine the future course of 
healthcare delivery. This chapter delves into the fundamental ideas of Healthcare 5.0, highlighting the 
significance of interdisciplinary collaboration and the transformative power of technological advance-
ments in driving this ground-breaking paradigm shift.

2.1 Interdisciplinary Collaboration in Healthcare

The integration of various medical professions and specialists is depicted in Figure 3 as a means of 
improving patient care through all-encompassing and holistic approaches.

2.1.1 Collaborative Approach in Healthcare Delivery

Patient care was often fragmented in traditional healthcare since medical specialists typically worked 
independently in inflexible silos. Healthcare 5.0, on the other hand, encourages multidisciplinary co-
operation and collaboration and brings together healthcare professionals from many specialties to work 
together to collaboratively address patient requirements. Dismantling divisions improves communication 
and information flow, which improves decision-making and patient outcomes (Johnson et al. 2021). An 
example of a collaborative healthcare setting involves a team of primary care physicians, endocrinolo-
gists, cardiologists, mental health specialists, and nutritionists treating a patient with multiple chronic 
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illnesses, such as diabetes, hypertension, and depression. The team works together to develop a com-
prehensive care plan that considers all aspects of the patient’s health, leading to improved quality of life 
and more effective management.

2.1.2 Integration of Medical Disciplines for Comprehensive Care

Healthcare 5.0 places a strong emphasis on the integration of medical specializations in recognition of 
the human body’s complexity as a networked system. This integration enables a comprehensive picture 
of a patient’s condition, leading to more accurate diagnoses and customised treatment plans. Healthcare 
5.0 integrates evidence-based alternative and complementary therapies with standard medicine to pro-
mote overall wellbeing and patient empowerment (Mehrabi et al. 2019). A patient with chronic pain may 
benefit from an integrated approach that combines pain management techniques like physical therapy 
and medicine with complementary therapies like acupuncture and meditation for stress reduction. This 
comprehensive therapy plan of action addresses emotional and psychological issues in addition to the 
physical causes of pain, leading to improved pain alleviation and general health.

2.2 Technological Advancements in Healthcare 5.0

2.2.1 Artificial Intelligence and Machine Learning

AI and ML, you know, are crucial elements in Healthcare 5.0 that change a lot of aspects of healthcare 
delivery. Therefore, these tools analyze massive amounts of data, identify patterns in the data, and provide 
meaningful information for customized treatment plans, early sickness detection, and improved patient 
outcomes. Additionally, AI-powered diagnostic tools and decision support systems have made it possible 
for healthcare workers to make clinical decisions more rapidly and accurately. For example, AI systems 
are completely capable of analyzing medical images, such as MRIs and X-rays, to assist radiologists in 
more precisely identifying irregularities. Additionally, medical teams can anticipate patient readmission 
risk by utilizing machine learning (ML) models.

Figure 3. Multidisciplinary cooperation in the medical field
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2.2.2 Internet of Things (IoT) in Healthcare

The Internet of Things (IoT) consists of networked sensors and gadgets that gather and share data. IoT-
enabled wearables and medical devices enable patients to track their health in real-time in Healthcare 
5.0, enabling remote patient monitoring and early health issue detection. By giving medical professionals 
access to vital patient data, these gadgets enhance treatment efficiency and coordination (Beede et al. 
2020). For instance, IoT-enabled glucose monitors can provide information to healthcare practitioners 
while continuously monitoring the blood sugar levels of diabetic patients. This makes it possible for 
medical staff to remotely track changes in blood sugar levels and promptly intervene or modify a patient’s 
treatment regimen. The networked integration of medical systems and devices, shown in Figure 4, al-
lows for data sharing and remote monitoring to enhance patient outcomes and healthcare productivity.

2.2.3 Big Data Analytics and Predictive Modelling

Large-scale databases are tapped into using big data analytics in Healthcare 5.0 to find trends, patterns, 
and correlations that guide evidence-based medical decisions. Forecasting illness patterns, identifying 
patient populations at high risk, and allocating resources optimally in healthcare institutions are all made 
possible by predictive modeling. For instance, big data analytics can forecast the occurrence of disease 
outbreaks, like flu epidemics, by analyzing demographic information, electronic health records, and 
environmental factors. Public health authorities can use this information to strategically allocate medical 
resources and put preventive measures into place.

2.2.4 Telemedicine and Virtual Care

In Healthcare 5.0, telemedicine and virtual care have become increasingly popular, particularly in the 
wake of the COVID-19 epidemic. By facilitating virtual diagnosis, digital health monitoring, and remote 
consultations, these technologies increase access to healthcare services while lessening the strain on 
traditional healthcare facilities. Example: Using a virtual telemedicine platform, a patient in a remote 

Figure 4. Internet of things (IoT) in healthcare
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location can consult with a specialist in a nearby city. This eliminates the need for the patient to make 
lengthy trips by giving them rapid access to professional medical advice.

2.2.5 Wearable Devices and Remote Patient Monitoring

In Healthcare 5.0, wearable technology has gained popularity as it enables patients to continuously monitor 
their health parameters. By keeping an eye on vital signs, exercise, sleep habits, and other health indica-
tors, these gadgets help patients and medical professionals address diseases early on. An illustration of 
this would be a patient with heart disease who wears a smartwatch to track heart rhythm and rate. The 
patient’s medical team receives an alert from the gadget if it notices any abnormalities, which triggers 
timely follow-up care to avoid any complications.

These fundamental components spur innovation and revolutionize healthcare delivery as Healthcare 5.0 
develops. While technological innovations empower patients and healthcare providers to make informed 
decisions, enhance outcomes, and build a more connected and patient-centric healthcare ecosystem, 
interdisciplinary teamwork assures a holistic approach to patient care (van Berkel, Sarsenbayeva, and 
Goncalves 2023). By embracing these pillars, Healthcare 5.0 has the ability to transform contemporary 
medicine and improve people’s quality of life everywhere. In Figure 5, real-time medical data is provided 
and health metrics are tracked through the use of portable devices, which improves patient participation 
and allows for proactive healthcare management.

3. KEY COMPONENTS OF HEALTHCARE 5.0

Healthcare 5.0 embodies a patient-centric approach that leverages cutting-edge technology and inter-
disciplinary collaboration to transform the landscape of healthcare. This chapter delves into the core 
components of Healthcare 5.0, highlighting the significance of personalized and precision medicine, 
patient-centered care, prevention, and care coordination to optimize patient outcomes and improve 
overall well-being.

Figure 5. Wearable devices and remote patient monitoring
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3.1 Personalized and Precision Medicine

3.1.1 Genomic Medicine and Targeted Therapies

In Healthcare 5.0, genomic medicine plays a pivotal role in tailoring treatments based on a patient’s 
genetic makeup. Advancements in genomic sequencing enable healthcare providers to identify specific 
genetic variations that influence disease susceptibility, response to medications, and disease progression. 
Targeted therapies focus on addressing these genetic anomalies, maximizing treatment efficacy, and 
minimizing adverse effects. Example: In the case of certain cancers, genomic profiling of the tumor can 
reveal specific genetic mutations. Targeted therapies can then be prescribed to inhibit the growth of cancer 
cells with precision, sparing healthy cells and improving treatment outcomes (Wazid, Das, et al. 2022).

3.1.2 Biomarkers and Diagnostic Advancements

Healthcare 5.0 incorporates biomarkers as valuable tools for early disease detection, risk assessment, 
and treatment monitoring. Biomarkers are measurable indicators that provide insights into a patient’s 
health status at the molecular level. Diagnostic advancements, such as liquid biopsies and novel imaging 
techniques, aid in the identification of biomarkers, enabling early interventions and personalized treat-
ment strategies. Example: Biomarker testing in cardiovascular disease helps identify patients at high 
risk of heart attacks. This allows healthcare professionals to implement preventive measures, such as 
lifestyle modifications and medication, to reduce the risk of adverse cardiac events. Figure 6 involves 
tailoring medical treatments and interventions to individual characteristics, genetics, and health profiles, 
optimizing effectiveness and minimizing side effects.

3.2 Patient-Centered Care and Shared Decision-Making

3.2.1 Empowering Patients in Their Healthcare Journey

Healthcare 5.0 emphasizes the empowerment of patients as active participants in their healthcare jour-
ney. Patient-centered care recognizes the unique needs, values, and preferences of individuals, fostering 
a collaborative partnership between patients and healthcare providers. Patients are encouraged to take 
ownership of their health, make informed decisions, and actively engage in shared decision-making.

Figure 6. Personalized and precision medicine

146



244

Healthcare 5.0
﻿

Example: Through patient-centered care, a diabetic patient is involved in setting personalized treatment 
goals, choosing appropriate medication options, and deciding on lifestyle modifications. This approach 
fosters adherence to the treatment plan and enhances overall treatment success (Wazid, Bera, et al. 2022).

3.2.2 Shared Decision-Making Tools and Patient Education

Healthcare 5.0 integrates shared decision-making tools and patient education resources to facilitate in-
formed choices and enhance health literacy. Decision aids, educational materials, and interactive platforms 
empower patients to understand their health conditions, available treatment options, and potential risks 
and benefits, enabling them to make well-informed decisions. Example: A shared decision-making tool 
for prostate cancer treatment options presents patients with detailed information about surgery, radiation 
therapy, and active surveillance. With this knowledge, the patient can collaboratively decide on the most 
suitable treatment based on their preferences and priorities. Figure 7 illustrates the process of involving 
patients in medical choices by providing them with information, resources, and interactive tools to make 
informed decisions aligned with their preferences and values.

3.3 Prevention and Wellness Promotion

3.3.1 Focus on Proactive and Preventive Measures

Healthcare 5.0 shifts the focus from reactive treatment to proactive prevention. Preventive measures, 
such as vaccinations, screenings, and lifestyle interventions, are prioritized to identify and address health 
risks before they escalate into chronic conditions. By emphasizing prevention, Healthcare 5.0 aims to 
reduce the burden of disease and improve overall population health. Example: Immunization programs 
prevent the spread of infectious diseases, such as measles and influenza. By vaccinating individuals, 
Healthcare 5.0 contributes to herd immunity, protecting vulnerable populations and reducing the oc-
currence of outbreaks.

Figure 7. Shared decision-making tools and patient education
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3.3.2 Integrating Lifestyle Medicine and Behavioural Health

Healthcare 5.0 recognizes the crucial role of lifestyle factors and behavioural health in maintaining 
overall well-being. Lifestyle medicine interventions, including nutrition counselling, exercise prescrip-
tions, and stress management, are incorporated into patient care plans to support health promotion and 
disease prevention. Example: A patient at risk of developing type 2 diabetes receives lifestyle medicine 
counselling, including dietary recommendations and physical activity plans. These interventions empower 
the patient to make positive lifestyle changes, potentially preventing or delaying the onset of diabetes. 
Figure 8 outlines strategies, interventions, and education aimed at proactively maintaining and improving 
individuals’ health, reducing the risk of diseases, and enhancing overall well-being.

3.4 Continuum of Care and Care Coordination

3.4.1 Seamless Transition Across Healthcare Settings

Healthcare 5.0 prioritizes the seamless transition of patients across different healthcare settings to 
ensure continuous and coordinated care. Effective care coordination involves clear communication 
between healthcare providers, smooth transitions from hospital to home or rehabilitation facilities, and 
the integration of services to avoid gaps in care (Rahman et al. 2023). Example: A patient undergoing 
hip replacement surgery receives coordinated care from the hospital team, the physical therapist, and 
the home health nurse during post-operative recovery. This integrated approach supports the patient’s 
successful rehabilitation and reduces the risk of complications.

3.4.2 Integrated Electronic Health Records and Interoperability

Healthcare 5.0 leverages electronic health records (EHRs) to consolidate patient information, ensuring 
healthcare providers have access to comprehensive medical histories, test results, and treatment plans. 
Interoperability allows EHRs to seamlessly exchange information between different healthcare systems, 
enhancing care coordination and reducing redundancies. Example: With interoperable EHRs, a patient’s 

Figure 8. Prevention and wellness promotion
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primary care physician can easily access the medical records from a recent hospital visit, facilitating 
informed decision-making and providing comprehensive care. Figure 9 depicts the seamless sharing 
and exchange of patient health information across different healthcare systems and providers, enabling 
comprehensive and coordinated care while maintaining data accuracy and privacy.

4. BENEFITS AND IMPACTS OF HEALTHCARE 5.0

Healthcare 5.0 represents a transformative approach to medicine, harnessing advanced technologies and 
patient-centered practices to revolutionize healthcare delivery. This chapter explores the far-reaching 
benefits and impactful outcomes of Healthcare 5.0, ranging from improved health outcomes and en-
hanced patient experiences to more efficient and cost-effective healthcare delivery. Figure 10 illustrates 
the transformative effects of the fifth wave of healthcare evolution, characterized by patient-centric care, 
advanced technologies, data-driven insights, and improved outcomes, ultimately leading to enhanced 
patient experiences and population health.

4.1 Improved Health Outcomes

4.1.1 Early Disease Detection and Prevention

One of the significant benefits of Healthcare 5.0 is the early detection and prevention of diseases. Through 
the integration of advanced diagnostics, predictive modelling, and patient monitoring technologies, 
Healthcare 5.0 enables healthcare providers to identify health risks and diseases at their earliest stages. 
Timely interventions allow for early treatment, preventing the progression of diseases and reducing 
long-term complications.

Impact: Early detection of conditions such as cancer, cardiovascular diseases, and diabetes can lead 
to more successful treatment outcomes, increased survival rates, and improved quality of life for patients.

Figure 9. Integrated electronic health records and interoperability
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4.1.2 Enhanced Treatment Outcomes and Reduced Complications

Healthcare 5.0 leverages personalized and precision medicine to tailor treatments based on an individual’s 
unique characteristics. By integrating genomic medicine, targeted therapies, and biomarker-driven 
approaches, Healthcare 5.0 optimizes treatment efficacy and minimizes adverse effects. Addition-
ally, patient-centered care and shared decision-making ensure that treatment plans align with patients’ 
preferences and needs, resulting in improved treatment adherence and outcomes (Paterick et al. 2017).

Impact: Enhanced treatment outcomes translate to reduced hospital readmissions, lower healthcare 
costs, and improved overall patient well-being.

4.2 Enhanced Patient Experience and Engagement

The table 1 outlines how modern healthcare practices and technologies contribute to improving the 
overall patient experience and engagement.

Figure 10. Benefits and impacts of Healthcare 5.0

Table 1. Enhanced patient experience and engagement

Factors Patient Engagement Patient Experience

Goals
Drive better health and outcomes. Empower 
patients and loved ones to be active in their 

own care. Reduce costs.

Drive better health and outcomes. Exceed 
expectations. Reduce suffering. Brand differentiation.

Stakeholders Patient, likely others. Patient, likely others.

Context Patient’s own health. All-encompassing (access communication, food, etc.)

Patent involvement (Behaviors 
and ownership) Required Not required (through in an ideal experience, patient 

are partners and co-designers)

Time Patient, likely others Transactional and Longitudinal

Use of health self-
management tool/services Yes No

Validated measurement Patient Activation Measure (PAM) PROMIS, 
Patient Health Engagement (PHE) Scale HCAHPS, CGCAHPS, etc.
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4.2.1 Accessible and Convenient Healthcare Services

Healthcare 5.0 embraces telemedicine, virtual care, and remote patient monitoring, enabling patients 
to access healthcare services conveniently from their homes or remote locations. Virtual consultations 
and digital health platforms eliminate geographical barriers and reduce wait times, ensuring patients 
receive timely medical attention.

Impact: Increased accessibility and convenience result in higher patient satisfaction, improved health-
care utilization, and better adherence to treatment plans.

4.2.2 Empowered Patients in Managing Their Health

Healthcare 5.0 places patients at the center of their healthcare journey, fostering patient empowerment 
and engagement. Through shared decision-making, patient education, and health monitoring tools, pa-
tients are actively involved in making informed choices about their health and treatment options. This 
collaborative approach promotes self-management and encourages patients to take ownership of their 
well-being.

Impact: Empowered patients are more likely to comply with treatment regimens, adopt healthier 
lifestyles, and proactively manage chronic conditions, leading to better health outcomes and reduced 
healthcare utilization.

4.3 Efficient and Cost-Effective Healthcare Delivery

4.3.1 Streamlined Care Processes and Reduced Inefficiencies

Healthcare 5.0 optimizes care delivery through interoperable electronic health records, AI-driven 
diagnostics, and care coordination platforms. These technologies streamline care processes, reducing 
administrative burdens and eliminating redundant procedures. Additionally, interdisciplinary collabora-
tion promotes efficient communication among healthcare teams, ensuring a coordinated approach to 
patient care.

Impact: Streamlined care processes improve healthcare provider productivity, reduce wait times for 
patients, and enhance overall healthcare system efficiency.

4.3.2 Optimal Resource Utilization and Healthcare Expenditure

Healthcare 5.0 emphasizes prevention and proactive interventions, reducing the burden of disease on 
healthcare systems. By identifying high-risk populations and implementing preventive measures, Health-
care 5.0 reduces the need for costly treatments and hospitalizations. Moreover, personalized medicine 
and targeted therapies lead to better treatment efficacy, reducing wasteful spending on ineffective treat-
ments (O’Regan et al. 2008).

Impact: Optimal resource utilization results in cost savings for healthcare institutions and payers, 
allowing for reinvestment in improved patient care and technological advancements.

In conclusion, the benefits and impacts of Healthcare 5.0 are far-reaching, transforming healthcare 
delivery across the globe. Improved health outcomes through early disease detection and precision medi-
cine, enhanced patient experiences, and engagement through accessible healthcare services, and efficient, 
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cost-effective care delivery are the hallmarks of Healthcare 5.0. By leveraging advanced technologies 
and patient-centric practices, Healthcare 5.0 represents the future of medicine, promising better health 
and well-being for individuals and societies as a whole.

5. CHALLENGES AND CONSIDERATIONS IN IMPLEMENTING HEALTHCARE 5.0

Healthcare 5.0 represents a promising future for healthcare, but its successful implementation comes 
with several challenges and considerations. This chapter explores the critical obstacles and factors that 
must be addressed to realize the full potential of Healthcare 5.0.

5.1 Ethical and Legal Implications

5.1.1 Privacy and Security of Patient Data

With the integration of advanced technologies and interconnected devices, patient data becomes more 
vulnerable to breaches and cyberattacks. Healthcare 5.0 must prioritize robust data security measures 
to protect sensitive patient information. Balancing data accessibility for medical research and treatment 
purposes with patient privacy rights poses a significant ethical challenge.

Consideration: Implementing strict data encryption, access controls, and regular security audits can 
safeguard patient data while complying with privacy regulations such as HIPAA.

5.1.2 Ethical Considerations in Using AI and IoT in Healthcare

Healthcare 5.0 relies heavily on AI and IoT, raising ethical concerns regarding algorithm transparency, 
bias, and accountability. Decisions made by AI systems in diagnosis and treatment plans must be ex-
plainable and understandable by healthcare professionals and patients. Ensuring that AI models are fair 
and do not perpetuate existing biases is crucial.

Consideration: Ethical frameworks and guidelines for the responsible use of AI and IoT in healthcare 
need to be established, and healthcare professionals should be involved in the development and valida-
tion of AI algorithms.

5.2 Workforce Readiness and Training

5.2.1 Preparing Healthcare Professionals for Integrated Care

Healthcare 5.0 demands a shift in the roles and responsibilities of healthcare professionals. Interdisciplinary 
collaboration and patient-centered care require effective communication and teamwork skills. Training 
healthcare professionals to work effectively in a multidisciplinary environment may pose challenges due 
to differing education backgrounds and institutional cultures (Mbunge, Jiyane, and Muchemwa 2022).

Consideration: Integrating interprofessional education into medical training and providing ongoing 
professional development opportunities can prepare healthcare professionals for collaborative care.
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5.2.2 Upskilling and Adapting to Technological Advancements

As Healthcare 5.0 incorporates advanced technologies, the workforce needs to be proficient in leveraging 
these tools effectively. Some healthcare professionals may face challenges in adopting new technologies 
or may fear the displacement of traditional roles.

Consideration: Offering continuous training and support in using healthcare technologies can help 
healthcare professionals embrace innovations and enhance their technological fluency.

5.3 Infrastructure and Interoperability

5.3.1 Integration of Healthcare Systems and Data Sharing

Healthcare 5.0 requires seamless integration and interoperability among different healthcare systems, 
electronic health records, and medical devices. Legacy systems and proprietary formats may hinder data 
exchange and collaboration among healthcare providers.

Consideration: Investing in interoperable health IT solutions and fostering industry-wide data ex-
change standards can facilitate smoother data sharing and continuity of care.

5.3.2 Standardization and Interoperability Challenges

Healthcare 5.0 involves the integration of various technologies, which may use different data formats 
and standards. Achieving full interoperability among these technologies poses technical challenges and 
requires cooperation between vendors and healthcare institutions. Encouraging industry collaboration 
and promoting the adoption of international standards, such as HL7 and FHIR, can foster interoperability 
and data sharing (Maxhelaku and Kika 2019).

The implementation of Healthcare 5.0 faces several challenges, ranging from ethical and legal con-
cerns surrounding data privacy and AI usage to the need for workforce readiness and training. Infrastruc-
ture and interoperability challenges also play a crucial role in realizing the full potential of integrated 
medicine and advanced technologies. Addressing these challenges requires a collaborative effort from 
healthcare stakeholders, policymakers, and technology providers to ensure that Healthcare 5.0 can ef-
fectively transform healthcare delivery, improve patient outcomes, and promote a more patient-centric 
and connected healthcare ecosystem.

6. CASE STUDIES AND EXEMPLARY MODELS OF HEALTHCARE 5.0

Healthcare 5.0 has witnessed successful implementations across various healthcare settings, showcasing 
the transformative power of integrated medicine and advanced technologies. This chapter examines ex-
emplary models and real-world case studies that exemplify the principles and benefits of Healthcare 5.0.
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6.1 Successful Implementations of Integrated Medicine

6.1.1 Collaborative Healthcare Networks and Accountable Care Organizations

Case Study: Geisinger Health System

Geisinger Health System, based in Pennsylvania, USA, is a pioneering example of an integrated health 
network that embodies the principles of Healthcare 5.0. Geisinger focuses on value-based care delivery 
through its ProvenCare® program, which utilizes evidence-based clinical pathways and interdisciplinary 
care teams to optimize patient outcomes(Lampley and Therrien 2023).

Impact: Geisinger’s ProvenCare® program has shown remarkable results in reducing complications, 
readmissions, and overall healthcare costs for specific conditions, such as heart failure and joint replace-
ment surgeries.

6.1.2 Integrated Health Systems and Population Health Management

Case Study: Kaiser Permanente

Kaiser Permanente, a large integrated health system in the United States, emphasizes population health 
management through its comprehensive approach to patient care. The organization leverages EHRs, 
data analytics, and care coordination to proactively identify health risks, manage chronic conditions, 
and promote preventive measures among its patient population (Nathaniel et al. 2021).

Impact: Kaiser Permanente’s population health management approach has led to improved health 
outcomes, reduced hospitalizations, and better patient engagement, contributing to higher patient sat-
isfaction rates.

6.2. Real-World Examples of Healthcare 5.0 in Action

6.2.1 Remote Patient Monitoring for Chronic Disease Management

Case Study: University of Mississippi Medical Center (UMMC)

UMMC implemented a remote patient monitoring program for patients with chronic conditions, such as 
hypertension, diabetes, and heart failure. Patients use wearable devices and IoT-enabled health monitor-
ing tools to transmit vital data, such as blood pressure, blood glucose levels, and weight, to healthcare 
providers in real-time. Healthcare teams use this data to track patients’ health status and intervene 
promptly if any abnormalities are detected (Peyroteo et al. 2021).

Impact: The remote patient monitoring program at UMMC has led to improved patient adherence 
to treatment plans, early detection of health issues, and reduced hospitalizations among chronic disease 
patients.
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6.2.2 AI-Powered Clinical Decision Support Systems

Case Study: IBM Watson for Oncology

IBM Watson for Oncology is an AI-powered clinical decision support system that assists oncologists in 
formulating personalized cancer treatment plans. The system analyzes vast amounts of medical literature, 
clinical trial data, and patient records to provide evidence-based treatment recommendations aligned 
with the patient’s specific cancer type, stage, and genetic profile (Somashekhar et al. 2017).

Impact: IBM Watson for Oncology has demonstrated its ability to assist oncologists in making more 
informed treatment decisions, potentially expanding treatment options, and improving patient outcomes.

These case studies and exemplary models demonstrate the successful implementation of Healthcare 5.0 
principles in real-world healthcare settings. Collaborative healthcare networks, integrated health systems, 
remote patient monitoring, and AI-powered clinical decision support systems showcase the transforma-
tive potential of integrated medicine and technology in improving patient care, enhancing outcomes, and 
optimizing healthcare delivery. As more healthcare organizations and institutions embrace Healthcare 
5.0, the potential for positive impact on patient well-being and the future of medicine continues to grow.

7. FUTURE DIRECTIONS AND OUTLOOK

Healthcare 5.0 holds immense potential to revolutionize the healthcare landscape and improve patient 
outcomes. As the field continues to evolve, several anticipated advancements and societal implications 
are likely to shape the future of Healthcare 5.0.

7.1 Anticipated Advancements in Healthcare 5.0

7.1.1 Genomic Medicine and Personalized Therapeutics

Genomic medicine is expected to become increasingly prevalent in Healthcare 5.0. Advancements in 
genetic sequencing technologies and bioinformatics will enable more comprehensive and affordable 
genome profiling. As a result, personalized therapeutics tailored to an individual’s genetic makeup will 
become more commonplace, optimizing treatment efficacy and minimizing adverse effects(Streeter, 
Beron, and Iyer 2017).

Anticipated Impact: Personalized therapeutics will lead to more precise and targeted treatments for 
various diseases, increasing treatment success rates and enhancing patient quality of life.

7.1.2 Advancements in AI and Machine Learning Applications

AI and machine learning will continue to drive significant advancements in Healthcare 5.0. AI-powered 
diagnostic tools, predictive modeling, and decision support systems will become more sophisticated and 
accurate, empowering healthcare professionals with data-driven insights. Additionally, AI-driven robotics 
and automation may enhance surgical precision and streamline administrative processes.
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Anticipated Impact: AI advancements will improve diagnostic accuracy, streamline healthcare 
workflows, and potentially alleviate healthcare workforce shortages, leading to more efficient and cost-
effective healthcare delivery.

7.2 Societal Impact and Implications

7.2.1 Accessible Healthcare for Underserved Populations

Healthcare 5.0 has the potential to address healthcare disparities and improve accessibility for underserved 
populations. Telemedicine and virtual care platforms can bridge the gap between patients and healthcare 
providers in remote or rural areas. Moreover, AI-driven diagnostics and point-of-care technologies may 
enhance early disease detection and treatment in resource-limited settings.

Anticipated Impact: Improved accessibility to healthcare services can lead to better health outcomes 
and reduced healthcare disparities among marginalized communities.

7.2.2 Redefining the Role of Healthcare Professionals

Healthcare 5.0 will reshape the roles and responsibilities of healthcare professionals. With the integration 
of AI and automation, routine tasks may be delegated to technology, allowing healthcare profession-
als to focus on more complex and patient-centric aspects of care. Emphasizing patient education and 
empowerment will further shift the role of healthcare professionals from being purely authoritative to 
collaborative partners in patients’ health journeys.

Anticipated Impact: Redefining the role of healthcare professionals will enhance patient engagement, 
improve communication, and foster stronger therapeutic relationships.

In conclusion, the future of Healthcare 5.0 holds exciting possibilities with anticipated advancements 
in genomic medicine, AI applications, and personalized therapeutics. As these technologies mature and 
become more accessible, healthcare delivery is expected to become more precise, efficient, and patient-
centered (Xu, Wermus, and Bauman 2011). Moreover, the societal impact of Healthcare 5.0 is poised to 
extend accessibility to healthcare services for underserved populations and redefine the roles of healthcare 
professionals, enhancing patient care and well-being across the globe. By embracing the principles of 
integrated medicine and leveraging cutting-edge technologies, Healthcare 5.0 is poised to shape a more 
connected, efficient, and patient-centric healthcare ecosystem in the years to come.

8. CONCLUSION

This book chapter provides a comprehensive exploration of Healthcare 5.0, envisioning a transformative 
future for healthcare delivery through integrated medicine. The evolution from traditional practices to 
patient-centric care and interdisciplinary collaboration characterizes this paradigm shift. Anchored in 
personalized and precision medicine, patient-centered care, prevention, and care coordination, Healthcare 
5.0 empowers patients, optimizes treatment outcomes, and enhances proactive health management. The 
paradigm offers numerous benefits, including improved health outcomes via early disease detection and 
precision medicine, enriched patient experiences, and efficient, cost-effective healthcare delivery. How-
ever, challenges such as ethical, legal, workforce, and infrastructure considerations must be navigated 
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for successful integration. Real-world case studies showcasing collaborative networks, remote patient 
monitoring, and AI-driven clinical decision support systems underscore the potential of merging medi-
cine and technology in Healthcare 5.0’s success.

Envisioning the future of integrated medicine within the Healthcare 5.0 framework anticipates trans-
formative advancements in healthcare. This future encompasses precise personalized treatments through 
genomic medicine and AI, patient empowerment fostering accessible care, collaborative healthcare profes-
sional efforts integrating AI, telemedicine, and data sharing, a holistic approach emphasizing well-being, 
and efficient, cost-effective healthcare via technology-driven solutions and coordinated care. Ultimately, 
Healthcare 5.0 embodies a patient-centered, collaborative, and technology-empowered paradigm poised 
to revolutionize healthcare, promising enhanced patient outcomes, inclusivity, and a more interconnected 
and streamlined healthcare landscape, with the potential to shape a healthier and empowered society.
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ABSTRACT

Natural disasters, such as floods, earthquakes, tsunamis, and landslides, pose significant threats to 
communities and ecosystems. This investigation explores the application of machine learning (ML) 
techniques in addressing the challenge. ML, a subset of artificial intelligence, involves creating models 
and algorithms that enable computers to learn from data, offering accurate disaster predictions without 
explicit programming. Various ML algorithms, including random forest for flood and wildfire prediction, 
support vector machine for earthquake forecasting, and decision tree for landslide risk assessment, are 
employed due to their ability to process complex datasets. Beyond prediction, ML plays a vital role in 
disaster management, optimizing resource allocation, refining emergency response plans, and enhanc-
ing evacuation strategies. Real-world case studies illustrate how ML contributes to mitigating disaster 
damage, emphasizing its role in proactive measures for disaster prevention and management.

INTRODUCTION

Natural disasters are harmful impacts on society created by natural hazard events. A natural disasters can 
cause severe damage to life, property, and causes some other impacts on environment. Such events can 
include a wide range of geological phenomena, such as quakes, volcanic eruption, and landslides, along 
with weather patterns such as hurricanes, tornadoes, floods or forest fires (Kansal et al. 2015). Across 
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the world, and with a demand for efficient emergency preparation, response and recovery strategies, 
the impact of disasters is widespread. The sudden release of energies that can lead to mass destruction 
is a natural consequence of the volcanic disasters caused by Earth’s dynamic processes. Whereas, Me-
teorological disasters are due to climatic changes, and may lead to floods and landslides. These events 
are unpredictable and mitigation measures should be made to secure people. These disasters not only 
create impact on human society but also create long term consequences on economies, ecosystem and 
infrastructures. There is a need for some techniques and methodologies to predict the possibilities of the 
disasters. These may help us to be aware of the hazards and be prepared with the mitigation measures. 
In this paper we see how ML algorithms are used to predict natural disasters (Suliman Munawar et al. 
2019). ML algorithms have wide range of knowledge based on the training data. They create patters 
based on the information from the learning data. Machine learning algorithms aid in the creation of 
resilient early warning systems by evaluating both historical and current data. They are versatile and 
can adapt to address different types of natural disasters. Rather than traditional methods, ML models 
provide more accurate predictions. ML algorithms can effectively process and analyze large data from 
various resources. These advantages made ML suitable for predicting natural disasters. Also, there are 
some other techniques to predict natural disasters. There are several algorithms in ML that are used in 
this prediction ranging from ensemble learning like random forests to neural networks (Gopal et al. 
2020). This paper proposes an ensemble model using K-means clustering, LightGBM, and XGBoost 
algorithms to predict earthquakes based on seismic, GNSS, and environmental data (Joshi, Vishnu, and 
Mohan 2022). This study utilizes Random Forest and Support Vector Machines to predict landslide 
susceptibility in vulnerable areas using satellite imagery and LiDAR data (Tanyu et al. 2021). Not only 
for prediction, are some ML algorithms used for management after disasters. Image processing plays a 
major role in management after floods. ML models can analyze the damages from the satellite images 
and they can process data from sensors and drones to identify the affected regions. When used in disas-
ter management, machine learning models can drastically lower the number of fatalities and property 
damage. The use of machine learning algorithms for natural catastrophe management and prediction is 
demonstrated in this study.

LITERATURE SURVEY

When using data mining and machine learning techniques for inference and decision-making in disaster 
situations, the literature review examines several approaches in disaster management and explores their 
procedural applications, strengths, and limits. The table 1 summarizes the surveyed research papers 
from 2015 to 2023, highlighting their methodologies, respective pros and cons, and the overall inference 
drawn from each study.
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METHODOLOGY

Disaster management encompasses a range of activities aimed at preventing or mitigating the adverse 
effects of natural hazards such as earthquakes, floods, wildfires, and human-induced disasters like tech-
nological accidents or intentional attacks(Chamola et al. 2021). Data-driven approaches have emerged as 
powerful tools for disaster management, enabling the extraction of valuable insights from vast amounts 
of data to inform decision-making and improve disaster resilience. The methodology for data-driven 
disaster management typically involves the following steps:

Data Collection: Collect pertinent information from a range of sources, such as government databases, 
social media, sensor networks, satellite photography, and historical documents. This data may consist 
of text, photos, audio, and video, and it may be organised, semi-structured, or unstructured. Depending 
on the type of disaster and the information needs of the disaster management, several data sources will 
be employed. Table 2 summarizes available data set for Natural Disaster Prediction and Management.

Table 2. Data set available for natural disaster prediction and management

Category Dataset Description Source Image Source

Pr
ed

ic
tio

n

Earthquake Early 
Warning System 
Data

Real-time data from 
seismic stations in 
Japan

National Research 
Institute for Earth 
Science and Disaster 
Resilience (NIED)

Image of seismic waveforms and earthquake 
detection: https://www.eri.u-tokyo.ac.jp/en/

Global Historical 
Earthquake 
Catalog (GHEC)

Comprehensive 
earthquake data since 
1900

U.S. Geological 
Survey (USGS)

Image of global earthquake map: https://
earthquake.usgs.gov/earthquakes/search/

Flood Forecast and 
Warning System 
Data

Water level, 
precipitation, and 
streamflow data for 
flood forecasting

National Oceanic 
and Atmospheric 
Administration 
(NOAA)

Image of flood forecast map: https://
dashboard.waterdata.usgs.gov/

Landslide 
Susceptibility 
Mapping Data

Satellite imagery and 
geospatial data for 
landslide prediction

NASA Earth and Open 
Science Platform 
(EOSPO)

Image of landslide susceptibility map: https://
earthobservatory.nasa.gov/images/89937/a-
global-view 
-of-landslide-susceptibility

M
an

ag
em

en
t

OpenStreetMap
Collaborative mapping 
data for infrastructure 
and resource allocation

OpenStreetMap 
Foundation

Image of OpenStreetMap visualization: 
https://www.openstreetmap.org/

Global Earthquake 
Damage Model 
(GEDM)

Earthquake damage 
estimates for different 
scenarios

The World Bank

Image of earthquake damage assessment: 
https://datacatalog.worldbank.org/search/
dataset/0038576/Glo 
bal-earthquake-hazard

Hurricane Harvey 
Twitter Dataset

Social media data 
for analyzing public 
sentiment and needs

Kaggle
Image of Twitter data visualization: 
https://www.kaggle.com/datasets/dan195/
hurricaneharvey

UNOSAT 
Emergency 
Dashboard

Satellite imagery and 
analysis for disaster 
response

United Nations 
Satellite Programme 
(UNOSAT)

Image of UNOSAT satellite imagery: https://
unosat.org/products/
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Data Preprocessing: Cleanse and prepare the data for analysis by handling missing values, outli-
ers, and inconsistencies. This may involve data imputation, normalization, and feature engineering. To 
guarantee the accuracy and dependability of the data utilised for analysis, data preparation is crucial.

Exploratory Data Analysis: Using descriptive statistics, visualisations, and correlation analysis, 
learn about the properties, distributions, and relationships of the data. Finding patterns, trends, and 
abnormalities in the data that could point to impending disasters or weaknesses can be aided by this 
preliminary investigation.

Feature Engineering: To increase machine learning models’ capacity for prediction, add new features 
or modify current ones. Data mining algorithms, statistical methods, and domain knowledge can all be 
used in feature engineering. Feature engineering is to produce features that are applicable to the current 
issue and that machine learning models can utilise efficiently.

Model Selection and Training: Select the best machine learning algorithms for the job in light of the 
data that is available and the nature of the issue. Supervised learning techniques like logistic regression, 
decision trees, and linear regression as well as unsupervised learning algorithms like k-means clustering 
and anomaly detection algorithms are frequently employed in disaster management. Utilising metrics 
like accuracy, precision, and recall, assess the models’ performance as you train them on the prepared 
data. In order to minimise error on the training data, model training entails optimising the parameters 
of the machine learning algorithm. To make sure that the trained models can effectively generalise to 
new data, model evaluation is crucial. This figure 1 illustrates the dynamic interplay between model 
prediction and monitoring in the context of disaster management.

Figure 1. Model monitoring
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Model Deployment: Integrate the trained models into operational systems for real-time predictions 
and decision support. This may involve developing web applications, integrating the models with exist-
ing decision support systems, or deploying the models on edge devices.

Model Monitoring and Maintenance: Continuously monitor the performance of the deployed mod-
els, retrain them as new data becomes available, and adapt them to changing conditions. This ensures 
that the models remain accurate and relevant over time.

Interpretation of Data

Data interpretation plays a crucial role in disaster management, transforming raw data into meaning-
ful information that can guide decision-making and inform disaster response strategies. This process 
involves understanding the context, limitations, and potential biases of the data to derive accurate and 
actionable insights.

Contextual Understanding: Consider the historical, geographical, and social context of the data to 
interpret it correctly. Understand the underlying factors and processes that have influenced the data’s 
collection and analysis. For example, interpreting satellite imagery of a wildfire requires an understand-
ing of the local vegetation, weather patterns, and human activities that may have contributed to the fire’s 
development.

Data Limitations: Recognize the limitations of the data, such as missing values, sampling biases, 
and measurement errors. Account for these limitations when interpreting the results and making deci-
sions. For instance, understanding the limitations of a sensor network’s coverage area is crucial when 
using sensor data to assess the extent of flooding.

Bias Detection: Identify and address any potential biases in the data that could lead to inaccurate 
interpretations. This may involve examining data collection methodologies, sampling techniques, and 
data processing procedures. For example, being aware of potential biases in social media data is essential 
when using this data to gauge public sentiment during a disaster.

Visualization and Communication: Employ effective data visualization techniques to communi-
cate findings clearly and concisely to stakeholders and decision-makers. Use charts, graphs, and maps 
to illustrate patterns, trends, and anomalies in the data. Effective data visualization can enhance the 
understanding and utilization of data-driven insights in disaster management.

Data Types in Disaster Management

Disaster management is a complex and multifaceted undertaking that requires the effective utilization of 
a wide range of data types. The figure 2visually conveys the diverse landscape of data types employed 
in research papers, these data types can be broadly classified into five categories:

•	 Unstructured Textual Data: This type of data includes news articles, incident activity reports, 
announcements, social media posts, and other forms of unstructured text. It provides valuable 
insights into public sentiment, emerging trends, and potential threats.

•	 Structured Textual Data: This category of data include structured text documents such as dam-
age assessment forms, situational reports, 9-1-1 CAD data, and others. It offers comprehensive 
details on the type and scope of disasters, the distribution of resources, and the actions taken in 
response.
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•	 Remote Sensing Data: This type of data includes satellite imagery, aerial photography, and sen-
sor data. It provides a comprehensive overview of the affected area, enabling disaster managers to 
assess damage, monitor infrastructure, and track the movement of natural hazards.

•	 Spatial Data: This category of data include information from satellite and aerial imagery, graphi-
cal information systems (GIS), and other spatial data formats. It offers a geographical framework 
for comprehending the dangers, weaknesses, and response tactics associated with disasters.

•	 Voice and Video Data: This type of data includes radio communication, news broadcasts, and 
other forms of voice and video data. It provides real-time information about the unfolding situa-
tion, enabling disaster managers to make informed decisions and coordinate response efforts.

Challenges in Data Utilization

The diversity of data types used in disaster management poses several challenges for data analysis and 
utilization. These challenges include:

•	 Data Integration: Combining data from disparate sources and ensuring data consistency and 
quality are essential for effective analysis.

•	 Real-time Processing: Real-time or almost real-time data analysis is frequently needed for disas-
ter management in order to facilitate decision-making.

•	 Uncertainty and Incompleteness: Disaster data often contains uncertainties and missing values, 
requiring robust analytical methods that can handle incomplete information.

•	 Heterogeneity of Data Formats: Data from different sources may have different formats and 
structures, requiring data harmonization and transformation.

Figure 2. Most commonly used data types
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DATA MINING AND MACHINE LEARNING

Disaster management has been completely transformed by data mining and machine learning techniques, 
which make it possible to find patterns, trends, and anomalies in data that would otherwise go undetected. 
With the use of these tools, one can gain a deeper understanding of the risks, vulnerabilities, and potential 
repercussions of disasters by extracting insightful information from massive and complicated datasets.

Data Mining

To find hidden patterns, trends, and connections in big datasets, data mining techniques are applied. 
These methods can be used for many different types of disaster management assignments, such as:

•	 Risk Assessment: Identify areas with high susceptibility to natural hazards and assess the poten-
tial impact of disasters.

•	 Vulnerability Analysis: Determine the vulnerability of infrastructure, communities, and indi-
viduals to different types of disasters.

•	 Anomaly Detection: Detect unusual patterns in sensor readings, social media data, or financial 
transactions that could indicate an impending disaster.

•	 Knowledge Discovery: Uncover hidden relationships between variables that can inform disaster 
management strategies.

Machine Learning

Machine learning algorithms are able to forecast future events, like the probability of earthquakes, the 
spread of wildfires, or the paths of storms, by learning from past data. This figure 4 illustrates the com-
ponents and processes of an Early Warning and Detection System designed for disaster management. 
The system is depicted as a comprehensive framework with interconnected elements contributing to 
timely alerts and efficient response strategies.

These algorithms can be used to:

•	 Early Warning Systems: Develop early warning systems that can predict the occurrence of disas-
ters and provide timely alerts to affected communities.

•	 Resource Allocation: Optimize the allocation of resources, such as personnel, equipment, and 
supplies, to areas of greatest need during and after disasters.

•	 Damage Assessment: Estimate the extent of damage caused by disasters using satellite imagery, 
aerial photography, and sensor data.

•	 Recovery Planning: Develop informed recovery plans that prioritize reconstruction efforts and 
address long-term economic impacts.
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DATA ANALYSIS IN DISASTER MANAGEMENT

The availability and comprehensive utilization of data pose significant challenges. While extensive data 
volumes may exist, harnessing their full potential remains problematic. The idea of a jurisdiction in its 
“normal” state highlights how difficult it is to gather and analyse information about possible risks and 
their effects. To close this gap, creating a knowledge base from past incident reports helps define typical 
system parameters, create boundaries, and convert possible events into likely situations. This process 
enriches data-driven methods, enabling the detection of anomalies—events deviating from the norm.

Various data-driven early warning systems leverage anomaly detection, such as disease outbreak 
detection or fire detection. Anomalies are identified by considering multiple correlated factors influenc-
ing data variations. However, reliance on simulated data for system development and validation pres-
ents challenges. While widely accepted, simulated data may lack complexity, suffer from bias towards 
original event data, or fail to represent practical events accurately. Thus, thorough evaluation of model 
performance using real-world data remains crucial for validating the practicality of these systems (Arinta 
and Andi W.R. 2019).

Efficient data analysis in disaster management involves navigating the complexities of available data, 
understanding historical incidents, and deploying innovative methods to detect anomalies and predict 
potential events. Integrating these approaches contributes significantly to enhancing disaster prepared-
ness and response mechanisms.

Figure 3. Early warning and detection system
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Mitigation

The main goals of mitigation efforts in disaster management are to lower the likelihood of disasters and 
lessen their possible effects. Notably, data mining and machine learning (DM and ML) play pivotal roles 
in preventing various threats posed by both natural and human-made disasters. These technologies play 
a crucial role in identifying potential terrorist threats by means of network analysis, detecting nuclear 
hazards through the utilisation of social networks and sensor data fusion, and utilising facial recognition 
in crowded environments. Monitoring changing conditions and their effects on community infrastructure 
is made more effective by combining DM and ML with static data. This integrated approach enhances 
the prioritization of preventive actions, potentially averting incidents before they occur.

Additionally, through the integration of spatial data and the analysis of evacuee behaviour, DM supports 
evacuation planning during the readiness phase. It aids in identifying potential threat areas and monitor-
ing public safety websites for indicators of public awareness. ML applications in early warning systems, 
whether for floods, tsunamis, or chemical and nuclear threats, rely on anomaly detection. Identifying 
anything deviating from the norm flags it for human review, thereby improving the responsiveness to 
potential threats. The proactive detection of dangers, effective resource allocation, and general improve-
ment of preparedness measures are all greatly aided by the application of DM and ML technologies in 
disaster mitigation. This figure 4 provides an overview of the key components and strategies involved 
in the mitigation phase of disaster management.

Figure 4. Mitigation
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Preparedness

Data analysis aids in resource allocation, evacuation planning, and risk communication during the readi-
ness stage. Data mining techniques, for instance, can optimise evacuation routes according to popula-
tion density and traffic trends. Hurricane trajectories and wildfire spread can be predicted by machine 
learning models, enabling prompt resource deployment and evacuation.

Response

In the reaction stage, data analysis unifies information from multiple sources, including social media, 
mobile devices, and sensor networks, to enable real-time situational awareness. This real-time data fu-
sion enables responders to make informed decisions regarding search and rescue operations, resource 
deployment, and damage assessment.

Recovery

The recovery phase focuses on restoring normalcy and rebuilding communities following a disaster. 
Data analysis is essential for assessing damage, estimating recovery costs, and allocating resources ef-
fectively. Satellite imagery and aerial photography can provide a comprehensive overview of the damage, 
while social media monitoring can gauge public sentiment and identify emerging needs. Data mining 
techniques can be used to analyze insurance claims and economic indicators to determine the long-term 
economic impact of the

DISCUSSION

The talk titled “Machine Learning Algorithms for Natural Disaster Prediction and Management” explores 
the complex field of technological advances in catastrophe resilience in further detail. This conversation 
goes beyond new developments and moral dilemmas to include other aspects that are vital to compre-
hending the consequences, difficulties, and wider social effects of utilizing machine learning algorithms 
in natural disaster response (Parmar, Mistree, and Sompura 2017).

Advanced Predictive Modeling: The potential of machine learning methods to improve natural ca-
tastrophe prediction modeling is unparalleled. The discourse delves deeper into the complexity of these 
models, highlighting their capacity to absorb large-scale datasets instantly. Machine learning algorithms 
improve their forecast accuracy by incorporating sensor inputs, satellite pictures, and historical data, 
allowing for a more sophisticated comprehension of intricate environmental patterns. These models’ 
capacity for adaptive learning makes them excellent instruments for forecasting, greatly enhancing early 
warning systems.

Dynamic Adaptability: The dynamic adaptability of machine learning algorithms is a noteworthy 
feature. These algorithms improve their predictions over time by constantly changing in response to fresh 
data inputs. The talk emphasizes how these models are self-learning, showing how they may adjust to 
shifting circumstances, unanticipated factors, and new patterns. This flexibility makes predictive models 
more useful in disaster management plans by ensuring that they continue to be applicable and efficient 
in the face of changing natural events.
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Integration of Geospatial Technologies: The effectiveness of machine learning algorithms is further 
improved by the inclusion of geospatial technologies. Predictive modeling gains spatial dimensions from 
remote sensing technology and Geographic Information Systems (GIS). The conversation delves into how 
the combination of machine learning and geospatial technologies allows for a finer-grained comprehension 
of regions that are vulnerable to disasters, hence enabling more focused interventions and efficient use 
of resources. Optimizing preparedness and reaction for disasters depends on this synergy. This figure 5 
illustrates the application of geospatial technologies in the context of disaster management, showcasing 
the key components and functionalities that contribute to improved decision-making and response efforts.

Interdisciplinary Collaboration: A crucial aspect of the conversation centers on the necessity of 
interdisciplinary cooperation. Expertise from a variety of disciplines, such as data science, engineering, 
social sciences, and meteorology, is needed for effective disaster management. Algorithms for machine 
learning facilitate interdisciplinary cooperation by giving specialists a platform to come together and 
capitalize on their specialized knowledge. The integration of these fields of study promotes a com-
prehensive strategy for disaster resilience that takes into account social and infrastructure elements in 
addition to environmental ones.

Figure 5. Geospatial technologies
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Challenges in Algorithmic Implementation: Although there is much promise in machine learn-
ing algorithms, the implementation challenges are acknowledged in the discussion. Interpretability and 
explainability issues can arise from the complexity of algorithmic models, particularly deep learning 
neural networks. Building trust amongst stakeholders—including legislators, first responders, and the 
communities impacted by disasters—becomes imperative when these issues are addressed.

Resource Allocation and Scalability: The practical aspects of scalability and resource allocation are 
also covered. Significant resources are needed for the implementation of machine learning algorithms 
in natural disaster management, including personnel with specialized knowledge and technological in-
frastructure. The discourse adeptly navigates the obstacles linked to resource limitations, underscoring 
the significance of adaptable and scalable solutions that can be tailored to varying geographic locations 
and degrees of technological infrastructure.

Public Awareness and Education: The significance of public education and awareness is something 
that is frequently missed in the discussion of machine learning for disaster management. The conversation 
looks at ways to explain predictive results to the general public in an understandable way. Communi-
ties are empowered and prepared to participate actively in disaster resilience initiatives when they are 
informed about the potential and constraints of machine learning models.

To sum up, this thorough analysis highlights the subtleties involved in incorporating machine learn-
ing algorithms into the prediction and management of natural disasters. In order to improve resilience 
in the face of natural disasters, technology-driven solutions are discussed in detail in this discourse, 
covering everything from dynamic adaptability and advanced predictive modeling to interdisciplin-
ary collaboration and resource allocation issues. As these technologies advance, resolving issues and 
encouraging cooperation will be essential to realizing their full potential and building societies that are 
more informed, resilient, and adaptable.

CONCLUSION

The integration of machine learning algorithms into natural disaster prediction and management rep-
resents a pivotal shift, offering unprecedented potential yet accompanied by multifaceted challenges. 
These algorithms, with their adaptive learning capabilities and real-time data assimilation, elevate pre-
dictive modeling to unparalleled accuracy. However, their implementation demands a nuanced approach 
due to interpretability issues, resource allocation concerns, and the imperative of ensuring ethical use. 
The collaboration across disciplines emerges as a cornerstone, fostering a comprehensive approach to 
disaster resilience. By amalgamating expertise from diverse fields, these algorithms catalyze collective 
intelligence, acknowledging the intricate interplay of environmental, social, and infrastructural factors in 
disaster mitigation. Yet, the path forward mandates a careful balance between technological innovation 
and ethical responsibility, ensuring these advancements benefit communities while mitigating potential 
risks. Sustained efforts are paramount, urging continual research, technological advancements, and com-
munity involvement. A future where technology and disaster resilience converge to foster safer societies 
hinges upon persistent dedication to moral conduct, inclusivity, and ongoing collaborative endeavors. 
Responsible utilization of machine learning algorithms holds the promise of transforming disaster pre-
paredness and response, driving us toward a future where societies are better equipped to navigate the 
unpredictable nature of natural disasters.

172



37

Machine Learning Algorithms for Natural Disaster Prediction and Management
﻿

REFERENCES

Arinta, R. R., & Emanuel, A. W. R. (2019). Natural Disaster Application on Big Data and Machine 
Learning: A Review. In In 2019 4th International Conference on Information Technology, Information 
Systems and Electrical Engineering (ICITISEE) (pp. 249–254). IEEE. https://ieeexplore.ieee.org/docu-
ment/9003984/ doi:10.1109/ICITISEE48480.2019.9003984

Chamola, V., Hassija, V., Gupta, S., Goyal, A., Guizani, M., & Sikdar, B. (2021). Disaster and Pandemic 
Management Using Machine Learning: A Survey. IEEE Internet of Things Journal, 8(21), 16047–16071. 
https://ieeexplore.ieee.org/document/9295332/. doi:10.1109/JIOT.2020.3044966 PMID:35782181

Ekpezu, A. O., Wiafe, I., Katsriku, F., & Yaokumah, W. (2021). Using Deep Learning for Acoustic Event 
Classification: The Case of Natural Disasters. The Journal of the Acoustical Society of America, 149(4), 
2926–2935. https://pubs.aip.org/jasa/article/149/4/2926/1068002/Using-deep-learning-for-acoustic-event. 
doi:10.1121/10.0004771 PMID:33940915

Gopal, L. S., Prabha, R., Pullarkatt, D., & Ramesh, M. V. (2020). Machine Learning Based Classifica-
tion of Online News Data for Disaster Management. In In 2020 IEEE Global Humanitarian Technol-
ogy Conference (GHTC) (pp. 1–8). IEEE. https://ieeexplore.ieee.org/document/9342921/ doi:10.1109/
GHTC46280.2020.9342921

Gupta, T., & Roy, S. (2020). A Hybrid Model Based on Fused Features for Detection of Natural Disas-
ters from Satellite Images. In IGARSS 2020 - 2020 IEEE International Geoscience and Remote Sens-
ing Symposium (pp. 1699–1702). IEEE. https://ieeexplore.ieee.org/document/9324611/ doi:10.1109/
IGARSS39084.2020.9324611

Joshi, A., Vishnu, C., & Krishna Mohan, C. (2022). Early Detection of Earthquake Magnitude Based on 
Stacked Ensemble Model. Journal of Asian Earth Sciences: X, 8, 100122. https://linkinghub.elsevier.
com/retrieve/pii/S2590056022000433

Kansal, A., Singh, Y., Kumar, N., & Mohindru, V. (2015). Detection of Forest Fires Using Machine 
Learning Technique: A Perspective. In In 2015 Third International Conference on Image Information 
Processing (ICIIP) (pp. 241–245). IEEE. https://ieeexplore.ieee.org/document/7414773/ doi:10.1109/
ICIIP.2015.7414773

Khalaf, M. (2018). A Data Science Methodology Based on Machine Learning Algorithms for Flood 
Severity Prediction. In In 2018 IEEE Congress on Evolutionary Computation (CEC) (pp. 1–8). IEEE. 
https://ieeexplore.ieee.org/document/8477904/ doi:10.1109/CEC.2018.8477904

Li, X., Yan, D., Wang, K., Weng, B., Qin, T., & Liu, S. (2019). Flood Risk Assessment of Global Wa-
tersheds Based on Multiple Machine Learning Models. Water (Basel), 11(8), 1654. https://www.mdpi.
com/2073-4441/11/8/1654. doi:10.3390/w11081654

Mahajan, D., & Sharma, S. (2022). Prediction of Rainfall Using Machine Learning. 4th International 
Conference on Emerging Research in Electronics, Computer Science and Technology, ICERECT 2022, 
9(01).

173

https://ieeexplore.ieee.org/document/9003984/
https://ieeexplore.ieee.org/document/9003984/
https://ieeexplore.ieee.org/document/9295332/
https://pubs.aip.org/jasa/article/149/4/2926/1068002/Using-deep-learning-for-acoustic-event
https://pubs.aip.org/jasa/article/149/4/2926/1068002/Using-deep-learning-for-acoustic-event
https://ieeexplore.ieee.org/document/9342921/
https://ieeexplore.ieee.org/document/9324611/
https://linkinghub.elsevier.com/retrieve/pii/S2590056022000433
https://linkinghub.elsevier.com/retrieve/pii/S2590056022000433
https://linkinghub.elsevier.com/retrieve/pii/S2590056022000433
https://ieeexplore.ieee.org/document/7414773/
https://ieeexplore.ieee.org/document/8477904/
https://www.mdpi.com/2073-4441/11/8/1654
https://www.mdpi.com/2073-4441/11/8/1654


38

Machine Learning Algorithms for Natural Disaster Prediction and Management
﻿

Maspo, N.-A., Bin Harun, A. N., Goto, M., Cheros, F., Haron, N. A., & Mohd Nawi, M. N. (2020). 
Evaluation of Machine Learning Approach in Flood Prediction Scenarios and Its Input Parameters: A 
Systematic Review. IOP Conference Series. Earth and Environmental Science, 479(1), 012038. https://
iopscience.iop.org/article/10.1088/1755-1315/479/1/012038. doi:10.1088/1755-1315/479/1/012038

Munawar, S., Hafiz, F. U., Hammad, A., & Ali, T. H. (2019). After the Flood: A Novel Application of 
Image Processing and Machine Learning for Post-Flood Disaster Management Construction Engineering 
and Management at NUST Pakistan View Project Smart City Management: Applications of Disruptive 
Technologies View Proj. Research Gate. https://www.researchgate.net/publication/337773028

Parmar, A., Mistree, K., & Sompura, M. (2017). Machine Learning Techniques For Rainfall Predic-
tion: A Review Machine Learning View Project Rainfall Prediction Using ANN View Project Machine 
Learning Techniques For Rainfall Prediction: A Review. International Conference on Innovations in 
information Embedded and Communication Systems.

Tanyu, B. F., Abbaspour, A., Alimohammadlou, Y., & Tecuci, G. (2021). Landslide Susceptibility Analyses 
Using Random Forest, C4.5, and C5.0 with Balanced and Unbalanced Datasets. Catena, 203, 105355. 
https://linkinghub.elsevier.com/retrieve/pii/S0341816221002149. doi:10.1016/j.catena.2021.105355

Tiu, E. S. K., Huang, Y. F., Ng, J. L., AlDahoul, N., Ahmed, A. N., & Elshafie, A. (2022). An Evaluation 
of Various Data Pre-Processing Techniques with Machine Learning Models for Water Level Prediction. 
Natural Hazards, 110(1), 121–153. https://link.springer.com/10.1007/s11069-021-04939-8. doi:10.1007/
s11069-021-04939-8

Tufail, S., Riggs, H., Tariq, M., & Sarwat, A. I. (2023). Advancements and Challenges in Machine 
Learning: A Comprehensive Review of Models, Libraries, Applications, and Algorithms. Electronics 
(Basel), 12(8), 1789. https://www.mdpi.com/2079-9292/12/8/1789. doi:10.3390/electronics12081789

Xu, X.-Y., Shao, M., Chen, P.-L., & Wang, Q.-G. (2022). Tropical Cyclone Intensity Prediction Using 
Deep Convolutional Neural Network. Atmosphere (Basel), 13(5), 783. https://www.mdpi.com/2073-
4433/13/5/783. doi:10.3390/atmos13050783

Zheng, X., Jia, J., Guo, S., Chen, J., Sun, L., Xiong, Y., & Xu, W. (2021). Full Parameter Time Complexity 
(FPTC): A Method to Evaluate the Running Time of Machine Learning Classifiers for Land Use/Land 
Cover Classification. IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sens-
ing, 14, 2222–2235. https://ieeexplore.ieee.org/document/9317826/. doi:10.1109/JSTARS.2021.3050166

174

https://iopscience.iop.org/article/10.1088/1755-1315/479/1/012038
https://iopscience.iop.org/article/10.1088/1755-1315/479/1/012038
https://iopscience.iop.org/article/10.1088/1755-1315/479/1/012038
https://www.researchgate.net/publication/337773028
https://linkinghub.elsevier.com/retrieve/pii/S0341816221002149
https://linkinghub.elsevier.com/retrieve/pii/S0341816221002149
https://link.springer.com/10.1007/s11069-021-04939-8
https://www.mdpi.com/2079-9292/12/8/1789
https://www.mdpi.com/2073-4433/13/5/783
https://www.mdpi.com/2073-4433/13/5/783
https://ieeexplore.ieee.org/document/9317826/


Measurement: Sensors 28 (2023) 100810

Available online 22 May 2023
2665-9174/© 2023 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Blink talk: A machine learning-based method for women safety using EEG 
and eye blink signals 

K. Shanmuga Priya a,*, S. Vasanthi a, Nithyanandhan R b, Vinoth Chakkaravarthy G c, 
Golda Jeyasheeli P d, Karthiga M e, Pandi C f 

a Department of EEE, University College of Engineering, Dindigul, 624709, Tamilnadu, India 
b Department of CSE, S.A Engineering College, Thiruverkadu, Chennai, 600077, Tamilnadu, India 
c Department of CSE, Velammal College of Engineering and Technology, Madurai, 625009, Tamilnadu, India 
d Department of Computer Science and Engineering, Mepco Schlenk Engineering College, Sivakasi, 626005, Tamilnadu, India 
e Department of Electronics and Communication Engineering, Bannari Amman Institute of Technology, Erode, 638401, Tamilnadu, India 
f Department of Computer Science and Engineering, Veltech Multitech Dr.Rangarajan Dr.Sakunthala Engineering College, Avadi, 600062, Chennai, India   

A R T I C L E  I N F O   

Keywords: 
Women safety 
Machine learning 
Stacked denoising autoencoder (SDAE) 
Multiclass support vector machine (MSVM) 
EEG 
Discrete wavelet transform 

A B S T R A C T   

Women’s safety is currently thought to be a big issue in both urban and rural settings. A variety of smart gadgets 
and software were created to provide women with security. There are a lot of smart gadgets and applications on 
the market, but they don’t offer a good answer and are too expensive. In this research, a novel machine learning- 
based Blink Talk method has been proposed for women safety. EEG based on some blink talk algorithms for eye 
blink detection. Initially, the EEG and eye blink signals are pre-processed using Discrete wavelet transform 
(DWT). The pre-processed signals are fed into Stacked Denoising autoencoder (SDAE) for extracting the features. 
In the next phase, the extracted features are used to classify the emotions of women through Multiclass Support 
vector machine (MSVM). The classification results are sad, happy, normal, and fear; finally, fear emotion is 
converted into text using GSM to the saved contacts and nearby police station and GPS scan the near radius 
surrounding people to send the alert and help request message for the help needed person. The experimental 
results reveal that the suggested approach provides high accuracy range of 98.04%. then the traditional machine 
learning techniques.   

1. Introduction 

Women’s safety is in danger in today’s globe, particularly in India. In 
the twenty-first century, women have made significant contributions to 
society and have joined males in a variety of industries [1]. Women’s 
crimes, such as harassment, molestation, eve-teasing, rape, kidnapping, 
and domestic abuse, are not decreasing, but rather increasing [2]. The 
government has taken many pre-emptive measures to prevent these 
misbehaving acts, but nothing has changed the number of crimes and 
they remain untouched. Currently, there are more crimes committed 
against women than ever before. Harassment of women occurs not only 
at night or during the evening, but also during the day at home, at work, 
and even while shopping. Women are often scared of strangers and 
worried about their safety. About 80% of our country’s women are 
concerned about their safety [3]. 

According to survey findings, more than 370,000 incidences of 

women’s crime were reported in 2020, and women’s crime is gradually 
increasing. Uttar Pradesh has 49,385 such incidents, followed by West 
Bengal (36,439), Rajasthan (34,535), Maharashtra (31,954), and Mad
hya Pradesh (31,954). (31,954). (25,640) [4]. The majority of crimes 
against women (30.2%) were committed by a husband or his family, 
followed by attacks on women with the goal of disturbing modesty 
(19.7%), kidnapped and abducted of women (19.0%), and rape (15.0%). 
(7.2%) 

An electroencephalogram (EEG) is a method of measuring neuronal 
activity using non-stationary electric potential signals from the scalp of 
the brain [5]. A wide range of research has been conducted on 
brain–computer interfaces (BCIs) based on electroencephalograms 
(EEGs) for the purpose of women safety [6]. In EEG applications, effi
cient algorithms are becoming increasingly important for detecting and 
rejecting artifacts [7]. During an EEG, electrodes are put to the scalp to 
record the electrical activity of the brain. This approach provides high 
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temporal resolution and is safe, simple, and inexpensive to employ [8]. 
EEG data are frequently recorded and connected to physiological and 
cognitive activities to better understand these processes. Wearable EEG 
headsets are growing in popularity among those who want to analyze 
their statistics on mental health, meditation, mindfulness, and sleep [9, 
20]. 

Electrical field disturbances are very dangerous to EEG signals. Eye 
blinks, in particular, drastically reduce the signal-to-noise ratio (SNR) of 
recorded EEG readings by generating electric impulses when the retina 
and cornea, or the eyes and eyelids, create an electric dipole. EEG in
terpretations become unclear or may even be inaccurate due to eye-blink 
artifacts in the EEG output. Therefore, it may be helpful to identify and 
eliminate eye-blink components from any EEG investigation [10]. The 
EEG may be utilized to get physiological data such as consciousness 
levels, sleep phases, or simple eye blinks. The two types of Eye Blinks are 
reflexive Eye Blinks and deliberate Eye Blinks. The simplest response is 
the reflexive eye blink because it doesn’t involve any cerebral structures. 
Intentional eye blinking, on the other hand, includes various parts of the 
cerebral cortex [11,12]. 

In the current circumstances, Women want to work and be outside, 
yet there is a lack of safety; many schemes, devices and techniques have 
been established for women safety still it has some limitations such as 
low-frequency noise removal, this is because of the chances of loss of 
data inherent in the EEG signal. So, this paper proposes ML-based 
methods in eye blink and EEG artifact detection for providing solu
tions to the women safety. When an eye blink is detected, the suggested 
method will activate and send the victim’s information and location to 
the closest police station. The main contribution of our proposed 
technique,  

• The main purpose of this study is to detect the need of paralyzed 
people using blink talk.  

• In pre-processing stage, DWT (Discrete Wavelet Transform) is used 
for filtering the eye blinks in EEG signals to avoid an erroneous brain 
activity analysis.  

• In feature extraction stage, Stack Denoising autoencoder is used to 
exact the reflexive Eye Blink and the intentional Eye Blink features.  

• The Multiclass classification is performed by Multiclass Support 
Vector Machine (MSVM) for classifying the signals extracted from 
the features.  

• The classified brain waves are converted into text and the text 
message is sent to the nearby police station via the GSM module. 

• The proposed Machine learning-based Blink Talk method is evalu
ated based on its specificity, and accuracy. 

The remainder of this study was organized into five sections as fol
lows. Section 2 outlines the literature survey, Section 3 includes the 
proposed method named Blink talk, Section 4 comprises results and 
discussion and finally, Section 5 encloses with the conclusion and future 
enhancement. 

2. Literature survey 

In recent days several tools and methods were introduced by the 
investigators mostly to progress the women safety with EEG signal. 
Some of those methods are deliberate briefly in this section. 

In 2018, Singh, H., Singh, J. et al. [13] presented a real-time eye 
blink detection method. In the experiment, blinking is detected in both 
controlled and natural environments. Blinks (both eyes blinking simul
taneously), and left and right winks are detected by the blink detector. 
Eye blinks left winks, and right winks were detected with 96, 92, and 
88% accuracy in this study. 

Yasoda, K. et al. [14] presented a fuzzy kernel support vector ma
chine to automatically classify WICA artifacts in 2020. The suggested 
technique removes EEG signal artifacts from the raw dataset automati
cally. The proposed technique constantly improves artifact component 

detection and achieves a classification accuracy of 86.1%. 
In 2021 Sivachitra, M. et al. [15] proposed Women Safety Patrolling 

Robotic system to ensure the women’s safety. In order to patrol in its 
designated region with the least amount of human interaction, the 
suggested technique makes the best use of its characteristics, including 
sound sensors, ultrasonic sensors, ESP cameras, and IoT. This means that 
the community of women will benefit more from the proposed night 
patrolling robot. 

In 2021 Nivedetha, B. [16], suggested approach makes the best use of 
its capabilities, including sound sensors, ultrasonic sensors, ESP cam
eras, and IoT, to patrol in its designated region with the least amount of 
human involvement. This means that the community of women will 
benefit more from the proposed night patrolling robot. The suggested 
system aims to protect women in society by giving them wearable 
technology, encouraging them to be brave in any circumstance, and 
leveraging the Internet of Things to convey the appropriate message in 
an encrypted format. 

In 2021 Tayal, S. et al. [17] proposed a simple and cost-effective 
women’s safety device design and hardware implementation using 
GSM, NodeMCU, and GPS modules are suggested. A push button on this 
safety device must be pressed by a woman in the event that she detects 
any risk. In this situation, GPS locates the women fast, and a GSM 
module sends an emergency message to contacts who have been saved, 
as well as to a nearby police control room. Additionally, the buzzer 
signals passersby to assist the women. As a result, comprehensive pro
tection for women is guaranteed. 

In 2021 Hariharan, K. et al. [18] proposed an application with a 
machine learning mechanism for warning and protecting female cab 
passengers. The software also has extra features like real-time location 
monitoring and incorrect route prediction. The advantage of this 
application is that it has an auto mode for use in emergency scenarios. 
Three machine learning models have also been tried, and the SVM 
classifier performs the best with our dataset, with an accuracy of 89.5%. 

In 2021 Gomathy, C.K. and Geetha, M.S [19] have proposed an 
Arduino-powered wearable safety gadget for women. This device is 
meant to protect ladies in case they encounter any threat. To commu
nicate with other devices and provide alerts to them, the device employs 
wireless sensor networks. The user’s location is shared immediately with 
the appropriate authorities and stored contacts via GPS and GSM. The 
proposed method enables many users to manage device functionality, 
and the switch’s built-in authentication feature speeds up fault detection 
and correction. 

Various technologies and techniques were focused on women’s 
safety with EEG signals according to the research review. Our proposed 
machine learning-based Blink Talk method improves accuracy and re
duces the computational cost. 

3. Proposed methodology 

The proposed machine learning-based Blink talk method aims to 
bring out a solution for Women’s safety without any outward or internal 
harm to their bodies Due to the fact that none of the components come 
into close contact with the women, the proposed blink talk model is 
significantly safer and costs less than earlier models shown in Fig. 1. 

3.1. Data acquisition 

A peaceful setting, ten participants between the ages of 21 and 31 
provided the raw EEG data and eye blinks. During one session, 6 to 8 
trials of 20 s each of EEG signals were recorded. The volunteer was 
required to blink 8 to 12 times during each trial. recorded the EEG 
signals of women in two sessions separated by more than two weeks, 
whereas the signals of the other women were recorded in one session. 
MATLAB was used to process the EEG data from the Neurosky headgear. 
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3.2. Data pre-processing 

For time-frequency analysis, wavelet transforms are employed. It is a 
technique for data transformation that divides the data into several 
frequency components and analyses each component according to its 
resolution at that scale. Non-stationary signals include EEG signals. In 
the study, DWT was used to split the collected EEG signals into their 
frequency components, and properties of the frequency bands at the 
decomposition levels were retrieved. The discrete values of dilation and 
translation are represented by the parameters A and B in the discrete 
wavelet transform. It is usual to practice discretizing the dilation factor 
A using a logarithmic scale in order to link it to B by making B pro
portional to A. Therefore, the normalized wavelet function can be dis
cretized as follows, 

φ(x, y)=
1
Ax

0
φ
(

T − yB0Ax
0

Ax
0

)

(1)  

which is the result by taking A = Ax
0, and B = yB0Ax

0, respectively, the 

integers x,y translation, regulate dilation, respectively. A0 is the fixed 
dilation phase that is larger than 1. B0is the location parameter that is 
larger than 0. 

3.3. Feature extraction 

The pre-processed signals’ redundant and irrelevant data are 
removed at the crucial phase of feature extraction. The stacked 
autoencoder is a multi-autoencoder ANN design that is taught using a 
greedy layer-wise training technique. Each autoencoder is made up of a 
middle layer, an output layer, and an input layer. The following 
autoencoder of the layered autoencoder shown in Fig. 2 receives input 
from a middle layer output. 

The stacking autoencoder is extended by the SDAE. SDAE’s input 
signals are tainted by noise. To decode and recover the blurred original 
input G P = {p1, p2,…pn}. These distorted input signals are transferred 
using a sigmoid function to a hidden layer with units as, 

Fig. 1. The overall workflow of the proposed Blink Talk method.  

Fig. 2. Structure of stacked denoising autoencoder (SDAE).  
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S= f1,θ(P1)= z(WP1 + b) (2)  

p(u)=
1

1 + e− u2 (3)  

where W, q, and f represent the weight matrices, bias, and activation 
function of the encoder on the first autoencoder, and S represents the 
signal on the middle layer of the first autoencoder, respectively. The 
weight and bias matrices are chosen at random during initialization. The 
uncorrupted input Q = {q1, q2,…qn} the estimation of P, can be recon
structed by the decoder of the first autoencoder as, 

Y = g2,θ(Z1)= z(S′Q1 + b′) (4)  

where S′, b’, and g are the weight matrices, bias, and nonlinear function 
of the decoder for the first autoencoder, respectively. To make the 
feature vectors of the signals produced by the autoencoder smaller, 
statistical characteristics are added to the set of wavelet coefficients. 

3.4. Feature fusion 

Feature concatenation is a crucial step in the domain of eye blink 
pattern recognition. The various feature vectors are sequentially fused to 
build a finalized feature vector for eye blink detection. The main 
rationale for conducting this step is to consolidate all descriptor data 
into a single feature vectors column, which can be effective in reducing 
the error rates. The structural and geometric features are extracted by 
the SDAE by eliminating the irrelevant features of the input image as 
feature set 1 and 2. Then the fusion selection method selects the relevant 
or particular features from extracted features and these features are 
fused for the classification process. 

3.5. Multi-class classification 

A support vector machine (SVM) is an important supervised learning 
approach and a useful technique for data classification. SVM identifies 
binary classes by locating and employing a hyperplane class border that 
maximizes the margin in the training dataset. The support vectors are 
the training data samples that flow along hyper planes at the class 
border, and the margins are the gap between both the support vectors 
and the class border hyperplanes. Binary classification is done by SVM, 
which can distinguish between two classes. Multiclass classification is 
not natively supported by SVM. It makes binary categorization and 
dividing data points into two classes easier. The similar approach is used 
for multiclass classification after breaking the issue down into several 
binary classification problems. 

3.6. Eye blink to voice and message alert 

The research study’s final module is this one. One of Python’s 
modules, “imutils,” has a dictionary of face landmarks. contains points 
for the right and left eyes, respectively, which can be used to access the 
eyes. The eye aspect ratio (EAR) value has been utilized to identify 
blinks in real time. Calculating and averaging the EAR of each eye’s 
blinking results in the EAR of both eyes blinking. When the eye is shut, 
the EAR value steadily approaches 0. The face is detected and the blink 
detection system records the eye blinking. 

Algorithm. Eye Blink Detection Algorithm  

The eye blinks are recognized using the EAR formula following the 
eye detection from the face. Now, the voice will be created from the eye 
blink. Blinks from that initial eye must be noticed. When the eyes are 
open, the EAR is constant; when they close, it becomes 0. Therefore, the 
colour red is used to represent an open eye, while the colour green is 
used to represent a closed eye. The eye-aspect ratio is, 

EAR=
||v2 − v6|| + ||v3 − v5||

2||v1 − v4||
(5)  

Where v1, v2, v3, v4, v5 and v6 landmarks on eye with (x,y) coordinates. 
Each number on the virtual keys represents a specific requirement for 
the people who are paralyzed. Durations of single and double eye blinks 
are not constrained. Like when using the Morse Alphabet, respondents 
were requested to leave a little waiting period at the end of each letter as 
they entered words using their eyes only. In-letter space is the term for 
this brief pause in the letters. On the other hand, individuals chose for 
themselves the length of time between a single and double eye blink. 
However, this period’s length must be shorter than the one that follows 
each letter. The system’s only constraint during data entering is this. 

In order to take Fig. 3’s blink detection action, the woman must keep 
her eyes closed for a duration of between one and 5 s. Eye aspect ratio is 
estimated based on which voluntary and involuntary blinks are differ
entiated. If any voluntary blinks are detected, count of the blinks is used 
to identify the emotions. Then, the fear emotion is converted into via 
voice call and text message is sent by the GSM module about task given 
for particular count of blinks. To turn the blink into voice, a GMS module 
included from the dlib library converts the speech into a text message 
and sends it to the nearby police station. 

4. Results and discussions 

The experimental design for the research was put into practise using 
the machine learning toolkit MATLAB 2019b. In this result analysis, the 
EEG signals were used for detecting eye blinking for classifying the 
emotions of women. 

4.1. Performance analysis 

In this research the performance evaluation of the proposed Blink 
talk based on machine learning is calculated based on specificity, ac
curacy and sensitivity. 

spe=
tn

tn + fp
(6)  

sen=
tp

tp + fn
(7)  

acc=
tp + tn

total no.of samples
(8) 

False positives and negatives are referred to as fp and fn, respec
tively, in place of true positives and true negatives of the samples, tp and 
tn, respectively. 

In this proposed study, a testing methodology is used to classify the 
emotions of the women for their safety. From Table 1, it is clear that the 
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suggested MSVM classifiers performs better than the traditional SVM. 
Utilizing the metrics of specificity, sensitivity, and accuracy, the effec
tiveness of the suggested model was assessed. The testing accuracy is 
determined based on the raw dataset and testing accuracy is taken from 
the real time signals as input is given in Fig. 4. Further, training and 
testing loss is also evaluated based on the epochs is shown in Fig. 5 for 

multiclass SVM. This lower loss rate could lead to a higher accuracy. 

4.2. Comparative analysis 

Each ML classifier’s performance was evaluated to demonstrate how 
much more effective the outcome of the suggested method is. The 
sensitivity, specificity, and accuracy of each classifier are used to 
determine the classification, and the MSVM classifier achieved an ac
curacy of 98.04%. The Stacked Denoising Auto-encoder and Multi-class 
SVM classifier integration produces a classification accuracy rate that is 
higher than that of the existing models. The four conventional machine 
learning classifiers, including SVM, RF, NB, and KNN’s suggested MSVM 
model, are compared. 

Table 2 shows the comparative performance of each classifier, and 

Fig. 3. Morse code of eye blink.  

Table 1 
Performance analysis of MSVM with SVM.  

Models SVM MSVM 

Testing accuracy 92.58 98.04 
Training accuracy 94.29 97.85  

Fig. 4. Training and testing accuracy of the proposed method.  

Fig. 5. Training and testing loss of the proposed method.  

K.S. Priya et al.                                                                                                                                                                                                                                 

179



Measurement: Sensors 28 (2023) 100810

6

Fig. 6 shows a graphical comparison. Table 3 shows the relative effec
tiveness of each ML technique, and Fig. 7 shows a graphical comparison. 

Table 2 displays the results of a comparison between the proposed 
SDAE model and the four conventional ML feature extraction techniques 
(PCA, LDA, GLCM, and AE). From the above comparison the SDAE yields 
higher accuracy than the existing models. 

5. Conclusion 

In this research, a novel ML based Blink Talk technique has been 
proposed for women safety. EEG based on some blink talk algorithms for 
eye blink detection. Initially, the EEG and eye blink signals are pre- 
processed using Discrete wavelet transform (DWT). The pre-processed 
signals are fed into Stacked Denoising autoencoder (SDAE) for extract
ing the features. The next stage uses the extracted features to categorize 
the emotions of women using a multiclass SVM. The classification results 
are sad, happy, normal, and fear; finally, fear emotion is converted into 
text using GSM to the saved contacts and nearby police station and GPS 
scan the near radius surrounding people send the alert and help request 
message for the help needed person. The experimental findings show 
that the suggested approach offers high accuracy within a 98.04% range 
than the traditional machine learning techniques. The suggested clas
sification model will be built to accurately anticipate the different 
emotions in the future using deep learning techniques. 
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Comparative analysis of ML classifiers.  
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Fig. 6. Graphical comparison of machine learning classifiers.  
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Comparative analysis of ML feature extractors.  
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ABSTRACT

This chapter explores the synergy between radar and radio frequency (RF) front-end 
systems, ushering in a new era of wireless connectivity. It discusses the collaborative 
potential of radar and RF, emphasizing their role in enhancing security, reducing 
interference, and boosting adaptability. The chapter covers radar-based spectrum 
sensing, which enhances network efficiency, particularly in high-frequency scenarios 
like 5G. Radar and RF enable precise localization for IoT and autonomous vehicles, 
surpassing the capabilities of GPS. The chapter highlights radar’s contributions 
to security, threat detection, and reducing signal interference. Radar-assisted RF 
improves vehicle communication, cooperative driving, and traffic management. 
In environmental monitoring and disaster management, radar augments RF for 
early warnings. This integration offers transformative potential, benefiting diverse 
applications and offering theoretical and practical insights for researchers and 
engineers. Radar and RF convergence offers a more connected, adaptable, and 
efficient wireless future.
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1. INTRODUCTION

1.1 Evolution of Wireless Technologies

The evolution of wireless technologies has been a remarkable journey that has 
fundamentally transformed the way we communicate, connect, and interact with 
the world around us. Starting from the early days of radio communication in the late 
19th century, wireless technologies have progressed through numerous generations, 
each marked by significant advancements.

The first generation of wireless communication primarily focused on analog 
voice transmission, enabling long-distance communication via radio waves. With 
the advent of the second generation (2G), digital technologies emerged, allowing for 
more efficient voice transmission and the introduction of text messaging. However, 
it was the third generation (3G) that truly revolutionized the landscape by enabling 
mobile data connectivity, laying the groundwork for basic internet browsing and 
limited multimedia services on mobile devices (Gunasekaran & Harmantzis, 2007). 
The subsequent generations, including 4G and its advanced variant LTE (Long-Term 
Evolution), brought about substantial increases in data speeds and paved the way 
for video streaming, mobile applications, and the mobile-centric digital lifestyle we 
experience today. As demand for data-intensive applications soared, the industry 
responded with the ongoing deployment of the fifth generation (5G), promising 
ultra-high speeds, ultra-low latency, and the capacity to support the Internet of 
Things (IoT) on an unprecedented scale.

This evolutionary trajectory is not only defined by technological advancements 
but also by the ever-expanding scope of wireless applications. From personal 
communication to industrial automation, healthcare, transportation, and beyond, 
wireless technologies have woven themselves into the fabric of modern society. 
As we stand at the cusp of the sixth generation (6G), with visions of even faster 
speeds, seamless connectivity, and transformative use cases such as holographic 
communication and sentient environments, the journey of wireless evolution continues 
to unfold, promising a future where the boundaries of connectivity are pushed even 
further (Tightiz et al., 2020) .

1.2 Demand for Enhanced Wireless Experiences

The relentless surge in the demand for enhanced wireless experiences underscores 
the pivotal role that connectivity plays in our lives. As we navigate an increasingly 
digital world, the need for seamless, high-quality wireless interactions has 
become non-negotiable. Modern society relies on wireless technology not just for 
communication, but also for a spectrum of activities that range from remote work 
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and virtual education to entertainment streaming and IoT-enabled smart living. This 
multifaceted reliance places tremendous pressure on wireless networks to deliver 
robust performance in terms of speed, reliability, and low latency.

Consumers expect to effortlessly connect with loved ones, colleagues, and 
information resources regardless of their physical location. This has led to an 
insatiable demand for faster data speeds that can support high-definition video 
streaming, online gaming, and real-time collaboration (Arbab-Zavar et al., 2019). 
Additionally, as evolving technologies viz augmented reality (AR), virtual reality 
(VR), and autonomous vehicles become more prominent, the necessity for wireless 
networks to handle massive data loads with minimal delay becomes paramount. The 
demand for enhanced wireless experiences isn’t limited to individuals; industries 
are also capitalizing on wireless advancements to optimize processes, increase 
efficiency, and unlock new business models. Smart engineering, telemedicine, smart 
cities, and precision farming are just a few examples of sectors that rely heavily on 
seamless wireless connectivity.

In essence, the demand for enhanced wireless experiences is a reflection of our 
interconnected world’s expectations and aspirations. As technology continues to 
evolve, wireless networks must rise to the challenge, continuously innovating to 
meet the soaring expectations of users and the expanding horizons of applications.

2. FUNDAMENTALS OF RADAR AND RF FRONT END SYSTEMS

2.1 Radar Principle

Radar (Radio Detection and Ranging) is a transformative technology based on the 
principle of using radio waves to detect and locate objects in its vicinity. Figure 1 
explains the basic principle of Radar

184



4

Engineering Next-Generation Wireless Experiences Through Radar

It operates by emitting radio frequency signals and then analyzing the echoes that 
bounce back from objects, allowing for the determination of their distance, speed, 
direction, and even size[ (Ghorbanian et al., 2019). Range of radar is important in 
the designing of radar syatems which is expressed in equation (1)

R PsG PE
4 2 2

4 3� �� �/ 	 (1)

Where, Ps – transmitted power, σ- cross section of radar, G-Antenna gain, PE – 
received power

Antenna gain is expressed in equation (2) given below,

G �
4

2

�
�
Aka 	 (2)

Where, A – area of antenna, Ka – efficiency, λ -wavelength

2.2 Applications

Radar’s applications are diverse and span multiple fields. In aviation, radar is 
instrumental for air traffic control, weather monitoring, and collision avoidance 
systems. In meteorology, it aids in tracking storms and assessing precipitation patterns. 
Military applications include surveillance, target tracking, and missile guidance. 
Additionally, radar plays a pivotal role in maritime navigation, helping ships and 
boats avoid collisions and providing information about sea conditions. Furthermore, 

Figure 1. Basic principle of radar
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radar has found its way into automotive safety, enabling features like adaptive cruise 
control and autonomous emergency braking. Its utility extends to geology, where 
ground-penetrating radar helps archaeologists and geologists discover subsurface 
features (Bruder, 2013). As technology advances, radar’s versatility continues to 
expand, offering innovative solutions across domains and contributing significantly 
to our modern way of life.

2.3 Role of RF Front End Systems in Wireless Communication

The RF (Radio Frequency) front end is the gateway that bridges the physical world 
of electromagnetic signals with the digital realm of wireless communication systems. 
It plays a critical role in shaping, processing, and converting radio signals, forming a 
crucial interface between the transmitting and receiving elements of wireless devices.

In the realm of wireless communication, the RF front end system’s significance 
cannot be overstated. It is accountable for responsibilities like signal amplification, 
filtering, modulation, and demodulation (Zhao et al., 2021). Figure 2 depicts the 
RF front end design.

Signal amplification ensures that weak transmitted signals reach their intended 
destinations, while filtering helps eliminate unwanted noise and interference, 
enhancing signal quality. Modulation and demodulation processes allow data to 
be encoded onto carrier waves for transmission and decoded at the receiving end, 
enabling information exchange.

Figure 2. RF front end design
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RF front end systems are tailored to the specific requirements of various 
wireless technologies, whether it’s cellular networks, Wi-Fi, Bluetooth, or satellite 
communication. The design and capabilities of the RF front end directly influence 
the overall performance of wireless devices, determining factors like signal strength, 
data rate, range, and energy efficiency.

As wireless communication evolves to accommodate higher data rates, broader 
frequency ranges, and enhanced connectivity, the RF front end system’s role 
becomes even more pivotal. The amalgamation of innovative technologies such 
as beamforming, massive MIMO, and millimeter-wave communications requires 
sophisticated RF front end designs to manage complex signal processing and ensure 
optimal performance (F. Liu et al., 2023) and hence the RF front end system serves as 
the cornerstone of wireless communication, enabling the translation of information 
between the analog and digital domains, and ultimately shaping the quality and 
efficiency of our modern wireless experiences.

3. INTEGRATION OF RADAR AND 
WIRELESS COMMUNICATION

3.1 Radar-Communication Coexistence Challenges

Radar – communication coexistence challenges are listed below.
Spectrum Congestion: Radar and communication systems often operate within 

limited frequency bands, leading to potential spectrum congestion as the demand 
for both applications increases. Coordinating frequency usage becomes crucial to 
avoid interference.

Interference Mitigation: The strong transmission power of radars can interfere 
with nearby communication devices. Innovative interference mitigation techniques 
are needed to ensure that radar signals do not disrupt communication services and 
vice versa.

Dynamic Frequency Allocation: Both radar and communication systems 
require adaptable frequency allocation to accommodate changing operational needs. 
Developing dynamic spectrum sharing mechanisms is essential to prevent conflicts.

Signal Isolation: Radar and communication systems emit strong electromagnetic 
signals that can unintentionally leak into neighboring frequency bands, causing 
cross-interference. Effective signal isolation techniques are necessary to maintain 
signal purity (Feng et al., 2020).

Antenna Sharing: Efficient sharing of antennas for radar and communication 
can be challenging due to different radiation patterns and operational requirements. 
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Co-designing antennas to cater to both applications while minimizing interference 
is a complex task.

Power Efficiency: Balancing power consumption is crucial as both radar and 
communication systems need to manage energy usage. Energy-efficient designs are 
required to ensure sustainable coexistence.

Latency and Timing: Communication systems demand low latency, while radar 
applications require precise timing for target detection. Synchronizing these different 
timing requirements without compromising performance is a significant challenge.

Protocol Compatibility: Radars and communication devices follow different 
protocols and communication standards. Ensuring that coexisting systems can 
understand each other’s signals and protocols is essential for effective coordination.

Regulatory Compliance: Regulatory frameworks and standards may differ for 
radar and communication technologies. Navigating these regulations while ensuring 
seamless coexistence can be complex, particularly in international deployments.

Adaptive Algorithms: Developing adaptive algorithms that allow real-time 
adjustments in transmission parameters based on environmental conditions, 
interference levels, and operational needs is critical to address coexistence challenges 
effectively (R. Liu et al., 2021)

3.2 Spectrum Sharing Process and Managing Interference

Spectrum sharing process and interference are pivotal aspects of modern wireless 
ecosystems. As the demand for wireless services grows, effectively allocating 
and sharing the limited frequency spectrum becomes paramount. Sophisticated 
technologies and protocols are essential to ensure that different wireless systems, 
such as radar and communication, can coexist harmoniously without causing harmful 
interference. Figure 3 explains the process of spectrum sharing types.
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Dynamic spectrum admittance techniques, cognitive radio, and adaptive 
modulation are among the strategies employed to optimize spectrum utilization 
(Zheng et al., 2023). By intelligently managing interference and facilitating efficient 
spectrum sharing, these approaches enhance overall wireless performance, enabling 
diverse applications to thrive within the same frequency bands.

4. ADVANCED ANTENNA TECHNOLOGIES 
FOR NEXT-GENERATION WIRELESS

4.1 MIMO and Massive MIMO Systems

Multiple-Input Multiple-Output (MIMO) machinery has developed wireless 
communication by dramatically enhancing data rates, reliability, and spectral efficacy. 
MIMO systems employ several antennas at both the transmitting and receiving ends, 
exploiting spatial diversity to transmit and receive several data streams simultaneously 
over the similar frequency channels (Elijah et al., 2022). This technique mitigates 
signal fading, increases capacity, and improves overall system performance. Figure 
4 explains Massive MIMO Techniques for 5G.

Figure 3. Spectrum sharing types
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Massive MIMO takes MIMO to the next level by installing a large number of 
antennas at the base station. This architecture further boosts spectral efficiency and 
user experience. By utilizing spatial multiplexing techniques and beamforming, 
massive MIMO method increases signal-to-noise ratio, extends coverage, and reduces 
interference. The technology is particularly effective in crowded environments and 
for providing high-speed connectivity to a large number of users (Wei et al., 2023).

Massive MIMO’s ability to serve multiple users concurrently, along with its 
resistance to fading and its potential for energy efficiency, makes it a cornerstone 
of future wireless networks. This technology aligns well with the demands of 5G 
and beyond, where the focus is on accommodating diverse applications such as 
augmented reality, Internet of Things (IoT), and ultra-high-definition streaming. As 
the wireless landscape continues to evolve, MIMO and massive MIMO systems will 
play a pivotal role in achieving the insatiable appetite for higher data rates, seamless 
connectivity, and enhanced user experiences.

4.2 Beamforming and Directional Antennas

Beamforming and directional antennas are instrumental technologies in wireless 
communication, allowing for targeted signal transmission and reception, improved 
link quality, and enhanced spectral efficiency. Beamforming involves shaping and 
directing radio frequency signals in specific directions, optimizing signal strength 
towards intended receivers while minimizing interference in other directions.

Directional antennas, a key component of beamforming, focus radio waves in a 
specific direction rather than uniformly radiating in all directions. This enables greater 
signal reach, reduced interference, and improved resistance to noise and fading. By 

Figure 4. Massive MIMO systems for 5G
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concentrating signal energy towards the intended user or device, directional antennas 
enhance communication reliability and increase system capacity (Hassanien et al., 
2016).

Beamforming and directional antennas are particularly advantageous in urban 
and dense environments where interference and signal degradation are common 
challenges. They enable better coverage, support higher data rates, and extend the 
reach of wireless networks. Moreover, they contribute to energy efficiency as less 
power is wasted on signals propagating in unneeded directions. These technologies 
find applications in various domains, from cellular networks to Wi-Fi routers, satellite 
communications, and even vehicular networks. They are integral to improving the 
quality of service, ensuring consistent connectivity, and supporting the diverse 
demands of modern wireless communication, such as IoT, streaming media, and 
real-time applications. As wireless systems advance, beamforming and directional 
antennas will continue to play a pivotal role in influencing the upcoming of wireless 
experiences

5. ADAPTIVE RF FRONT END DESIGNS

5.1 Dynamic Spectrum Access Techniques

Dynamic Spectrum Access (DSA) techniques are pivotal to understand the rising 
claim for the wireless communication by optimizing the utilization of available 
frequency spectrum. DSA allows for the efficient sharing of spectrum resources 
between various users, applications, and services in real-time, maximizing spectral 
efficiency while minimizing interference (Zhang et al., 2020). Figure 5 explains 
various dynamic Spectrum Access Techniques
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One key aspect of DSA is cognitive radio, where devices are equipped with the 
intelligence to sense and adapt to their surrounding radio environment. Cognitive radios 
can identify underutilized frequency bands or “white spaces” and opportunistically 
access them without causing interference to licensed users. This technology not only 
enhances spectrum utilization but also promotes the coexistence of diverse wireless 
services. Another approach is the use of spectrum databases that maintain information 
about available frequencies, regulatory rules, and usage patterns. When a device 
seeks to establish a connection, it queries the database for suitable frequency bands. 
This database-driven approach ensures compliance with regulatory requirements 
and minimizes conflicts.

DSA techniques hold immense potential for addressing spectrum scarcity and 
enabling innovative wireless applications. They are especially beneficial in scenarios 
where spectrum resources are unevenly distributed or underutilized. However, 
challenges remain, including interference management, accurate spectrum sensing, 
and ensuring fair access for various users (Y. Wu et al., 2023). As wireless technology 
evolves, DSA techniques are important in generating more flexible, efficient, and 
adaptable wireless communication schemes that cater to the dynamic demands of 
our interconnected world.

5.2 Reconfigurable RF Front End Architectures

Reconfigurable RF front end architectures are a transformative paradigm in wireless 
communication design, offering unprecedented flexibility and adaptability. These 
architectures enable wireless devices to dynamically adjust their radio frequency 

Figure 5. Dynamic spectrum access techniques
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circuitry to accommodate varying operating conditions, frequency bands, and 
communication standards.

Traditional RF front ends are fixed, designed for specific frequency ranges and 
communication protocols. Reconfigurable architectures, on the other hand, integrate 
tunable components such as filters, amplifiers, and antennas that can be adjusted in 
real-time. This adaptability allows devices to efficiently switch between different 
modes of operation, optimizing performance while conserving power. One approach 
involves software-defined radios (SDRs), where signal processing and modulation 
schemes are controlled through software, enabling rapid reconfiguration for diverse 
applications (Ma et al., 2021). Additionally, tunable components like varactor 
diodes or MEMS (Micro-Electro-Mechanical Systems) devices allow for dynamic 
adjustments of resonant frequencies and bandwidths.

Reconfigurable RF front ends offer a multitude of benefits, including reduced 
manufacturing costs by catering to multiple frequency bands with the same hardware, 
enhanced coexistence in spectrum-sharing environments, and improved resilience 
against interference. They also play a crucial role in future-proofing devices as new 
wireless standards emerge.

6. MILLIMETER WAVE AND BEYOND 
FOR ENHANCED WIRELESS

6.1 Millimeter Wave Frequency Bands and Characteristics

Millimeter wave frequency bands, often abbreviated as mmWave bands, refer to a 
range of radio frequency (RF) wavelengths that fall within the millimeter range, 
typically between 30 GHz (gigahertz) and 300 GHz (Björnson et al., 2019). These 
frequencies occupy a higher portion of the electromagnetic spectrum than those 
commonly used for traditional wireless communication, such as cellular networks. 
Some of the well-known millimeter wave frequency bands include: 24 GHz to 100 
GHz, 57 GHz to 86 GHz and 94 GHz to 300 GHz.

Millimeter wave frequencies offer the advantage of providing larger bandwidths, 
which can support extremely high data rates. This makes them suitable for next-
generation wireless technologies, such as 5G and after that. However, millimeter 
waves have shorter propagation distances and can be more susceptible to atmospheric 
absorption and obstacles like buildings or foliage, which can limit their coverage 
area. To overcome these challenges, technologies like beamforming and advanced 
antenna designs are employed to direct and focus the signals (Kaushik et al., 2021). 
Millimeter wave frequencies are key players in unlocking the potential of ultra-fast 
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wireless communication, enabling high-definition video systems, augmented reality 
systems, virtual reality systems, and Internet of Things in urban environments.

Millimeter wave frequency bands possess several distinctive characteristics that 
make them unique within the electromagnetic spectrum (Mishra et al., 2019). These 
characteristics shape their applications, advantages, and challenges. The important 
characteristics includes, high frequency, large Bandwidth, short wavelength, 
propagation challenges, spatial multiplexing, beamforming, line-of-sight dependency, 
high data rates and short range communications.

Millimeter wave frequency bands offer remarkable potential for high-speed, 
high-capacity wireless communication. While they come with unique challenges 
related to propagation and coverage, their advantages in terms of data rates, spatial 
multiplexing, and directional capabilities position them as a crucial component of 
the wireless technology landscape (Ahmed et al., 2021).

6.2 Benefits and Challenges of Millimeter 
Wave Communications

Millimeter wave technology presents a myriad of advantages that are shaping the 
landscape of wireless communication. First and foremost, its high data rates are a game-
changer, addressing the insatiable appetite of data-intensive 4K video applications, 
virtual reality, and augmented reality systems. This is made possible by the massive 
bandwidth availability within the millimeter wave spectrum, which can put up the 
ever-growing number of connected devices and data-hungry services(Dokhanchi 
et al., 2019) . One of the remarkable features of millimeter waves is their efficient 
spatial reuse due to their short wavelengths. This enables multiple devices to operate 
in close proximity using the same frequency band without causing interference, 
greatly optimizing spectrum utilization. Moreover, their small antenna size, a direct 
consequence of the short wavelength, allows for the integration of multiple antennas 
in compact devices, fostering advanced beamforming techniques for improved 
signal quality and coverage. The ultra-low latency capabilities of millimeter wave 
communication are instrumental in online gaming, remote control surgery, and 
autonomous vehicles, where split-second decisions are critical. Additionally, their 
short-range and high directionality enhance security and privacy by reducing the 
risk of eavesdropping and unauthorized access, making them suitable for high-
security applications.

Millimeter waves find utility in wireless backhaul solutions, offering high-capacity 
connections between cellular base stations and the core network, ensuring reliable 
and high-speed data transfer (Griffiths et al., 2015). Furthermore, this technology 
future-proofs networks, as it can easily accommodate the anticipated surge in data 
consumption as demands continue to escalate.
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Some significant challenges of millimetre wave communications are propagation 
loss, atmospheric absorption, obstruction sensitivity, signal penetration, costly 
infrastructure, complex beamforming, device design challenges, regulatory hurdles, 
interference and crowding, trade-off between coverage and capacity (Cohen et al., 
2018)

7. ENABLING TECHNOLOGIES FOR 
ENHANCED RADAR CAPABILITIES

7.1 Pulse-Doppler Techniques for Target Tracking

Pulse-Doppler techniques for target tracking involve advanced signal processing 
methods that utilize the Doppler frequency shift of radar echoes to accurately detect 
and track moving objects. Figure 6 shows Pulse Doppler processing of signal

Here are some prominent Pulse-Doppler techniques used in target tracking:
Constant False Alarm Rate (CFAR): CFAR techniques adaptively adjust the 

detection threshold rely on the statistical properties of the received signal. This helps 
discriminate between true target echoes and clutter caused by stationary objects or 
environmental factors.

Moving Target Indication (MTI): MTI techniques employ multiple radar pulses 
to detect and track moving targets while suppressing the returns from stationary 

Figure 6. Pulse doppler processing of signal
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objects. Doppler filtering or cancellers are used to eliminate clutter returns, enhancing 
the visibility of moving targets.

Pulse-Pair Techniques: Pulse-pair processing compares the phase difference 
between successive radar pulses to estimate the target’s Doppler shift. This technique 
reduces the impact of Doppler ambiguities and improves velocity accuracy.

Stretch Processing: Stretch processing involves using linear frequency modulation 
in transmitted pulses. This spreads the received echoes in the frequency domain, 
making Doppler shifts more discernible and improving target detection (Dokhanchi 
et al., 2018).

Clutter Map Tracking: Clutter map tracking builds a spatial representation of 
the radar environment to distinguish between actual targets and clutter. This method 
enhances target tracking accuracy by effectively filtering out unwanted signals.

Doppler Ambiguity Resolution: Modern radar systems employ techniques like 
staggered pulse repetition frequency (PRF) to mitigate Doppler ambiguities, allowing 
accurate tracking of fast-moving targets.

Space-Time Adaptive Processing (STAP): STAP combines information from 
multiple radar snapshots to suppress clutter and interference, improving detection 
and tracking of low-observable targets in complex scenarios.

Frequency Modulated Continuous Wave (FMCW) Radar: FMCW radars use 
continuous transmission and frequency modulation to measure both range and 
Doppler shift, enabling simultaneous target tracking and velocity estimation.

Multi-Channel Processing: Multi-channel processing involves using multiple 
receive channels to enhance the signal-to-noise ratio and enable efficient Doppler 
processing for tracking.

Kalman Filtering: Kalman filtering is a recursive estimation technique used 
for target tracking. It combines measurement data with a dynamic model to predict 
and update target state information, leading to accurate and smooth tracking results 
(Kumari et al., 2018).

These Pulse-Doppler techniques, among others, are crucial for extracting valuable 
information from radar echoes, allowing for the precise detection, localization, and 
tracking of moving objects even in challenging and cluttered environments.

7.2 Synthetic Aperture Radar (SAR) for Imaging

Synthetic Aperture Radar (SAR) is a powerful remote sensing technology that 
revolutionizes imaging in various fields, from earth observation and environmental 
monitoring to disaster assessment and military reconnaissance. Unlike optical 
imaging, SAR operates independently of daylight and weather conditions, making 
it an invaluable tool for obtaining detailed images regardless of environmental 
constraints. Figure 7 shows synthetic aperture radar.
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SAR imaging involves emitting microwave signals towards the Earth’s surface 
from an airborne or space borne platform. The signals reflect off the target and return 
to the sensor, where they are recorded over multiple passes or pulses. By combining 
the information collected from these multiple perspectives, SAR effectively creates 
a “synthetic aperture,” simulating a larger antenna that produces higher-resolution 
images (K. Wu et al., 2023). The key advantage of SAR lies in its ability to generate 
detailed, high-resolution images with consistent quality. It can penetrate cloud 
cover, haze, and even dense vegetation, providing critical information for disaster 
response, crop monitoring, deforestation assessment, and more. Additionally, SAR’s 
capability to detect subtle changes over time makes it ideal for monitoring landscape 
alterations, tracking glacier movements, and studying ground deformation due to 
earthquakes or subsidence.

However, SAR imaging does present challenges such as complex signal processing, 
the need for accurate platform positioning, and issues related to speckle noise in 
resulting images. Nonetheless, its versatility, accuracy, and applicability across 
various domains have solidified Synthetic Aperture Radar as an indispensable tool 
for capturing detailed and reliable imagery of Earth’s surfaces from space or the sky.

Figure 7. Synthetic aperture radar
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8. CO-DESIGN AND OPTIMIZATION OF 
RADAR-COMMUNICATION SYSTEMS

8.1 Cross-Layer Design Considerations

Cross-layer design considerations in radar communication involve optimizing 
interactions and trade-offs between different protocol layers to enhance overall 
system performance. Here are some key cross-layer design considerations in radar 
communication:

i. 	 Physical Layer to Data Link Layer: Optimizing modulation schemes and 
coding techniques to suit the radar waveform characteristics while maintaining 
efficient data transmission and error correction mechanisms.

ii. 	 Physical Layer to Network Layer: Coordinating radar transmission timing and 
power control to minimize interference with other communication systems and 
ensure efficient use of available spectrum resources.

iii. 	 Physical Layer to Transport Layer: Balancing radar waveform characteristics, 
such as pulse repetition interval, with transport layer requirements to ensure 
timely and reliable data delivery (Zarakovitis et al., 2012).

iv. 	 Physical Layer to MAC (Medium Access Control) Layer: Coordinating radar 
transmission schedules with MAC protocols to avoid collisions and ensure fair 
access for both radar and communication devices.

v. 	 MAC Layer to Network Layer: Prioritizing radar signals over data communication 
during critical radar operations, and dynamically adjusting traffic prioritization 
based on network congestion and radar requirements.

vi. 	 MAC Layer to Transport Layer: Adapting MAC layer parameters like access 
priority and contention resolution to optimize latency and reliability for both 
radar sensing and communication.

vii. 	 Network Layer to Application Layer: Ensuring radar’s quality of service 
requirements align with application-specific needs, such as tracking accuracy, 
object recognition, or target classification.

viii. 	Network Layer to Security Layer: Implementing security mechanisms to 
protect radar and communication data, considering the unique vulnerabilities 
and requirements of both systems.

ix. 	 Network Layer to QoS (Quality of Service) Layer: Allocating network resources 
to ensure that both radar and communication systems meet their respective 
QoS targets while avoiding resource contention.

x. 	 Network Layer to Energy Management Layer: Coordinating energy-efficient 
operation by optimizing the active and sleep periods of radar and communication 
devices to extend battery life.
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By carefully addressing these cross-layer considerations, radar communication 
systems can achieve effective coexistence, minimize interference, and provide 
optimal performance for radar sensors and wireless systems.

8.2 Joint Optimization of Radar and 
Communication Performance

Joint optimization of radar and communication performance involves a holistic 
approach to designing systems that seamlessly integrate radar sensor and wireless 
communication functionalities. This approach recognizes the synergy between the 
two systems and leverages their interactions to achieve enhanced overall performance 
(Ashraf et al., 2023).

One key aspect of joint optimization is efficiently sharing spectrum resources 
between radar and communication systems. By dynamically allocating frequency 
bands and time slots based on real-time requirements, both radar and communication 
services can coexist without causing harmful interference. This shared spectrum usage 
optimizes spectral efficiency and maximizes the utility of the available bandwidth. 
Figure 8 clearly explains Joint Optimization of Radar and Communication

Furthermore, joint optimization considers the interchanges between radar sensing 
and communication tasks. For instance, radar can adapt its transmission parameters 
to minimize interference with communication devices during critical communication 
moments. Conversely, communication systems can prioritize data transmission 
while accommodating radar’s sensing needs during less sensitive communication 

Figure 8. Joint optimization of radar and communication
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periods. In the context of infrastructure, co-locating antennas and sharing hardware 
components between radar and communication systems can lead to cost savings and 
efficient space utilization. This approach reduces the physical footprint and lowers 
deployment expenses.

Ultimately, joint optimization seeks to create a synergistic relationship where 
radar and communication systems not only coexist harmoniously but also enhance 
each other’s performance. By sharing resources, adapting parameters, and aligning 
operational strategies, this approach leads to more capable, versatile, and responsive 
systems that address the demands of both radar sensing and wireless communication 
in a unified manner.

9 CASE STUDIES: INTEGRATING RADAR 
INTO WIRELESS SYSTEMS

9.1 Automotive Radar and V2X Communication

Automotive radar and Vehicle-to-Everything (V2X) communication are pivotal 
technologies reshaping the landscape of transportation safety and efficiency. These 
interconnected systems work in tandem to create smarter and safer road environments.

Automotive radar employs radar technology to enable vehicles to sense their 
surroundings. This includes detecting nearby vehicles, pedestrians, and obstacles, 
providing critical data for collision avoidance, adaptive cruise control, and autonomous 
driving functions. Radar sensors use the Doppler effect to measure relative speed 
and distance accurately, even in adverse weather conditions (Rauch et al., 2011).

V2X communication, on the other hand, leverages wireless communication 
to establish connections between vehicles and infrastructure elements such as 
traffic lights, road signs, and even pedestrians’ smartphones. This bi-directional 
communication allows vehicles to share real-time information about their location, 
speed, and intentions, enhancing situational cognizance and enabling innovative 
safety structures like intersection collision evasion and cooperative adaptive cruise 
control. Figure 9 shows the v2x communication.
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Together, automotive radar and V2X communication create a comprehensive 
safety net. Radar systems provide immediate object detection and short-range 
obstacle awareness, while V2X communication extends this awareness to encompass 
a broader environment, including non-line-of-sight scenarios. This collaborative 
approach enhances collision mitigation capabilities and supports the realization of 
fully autonomous vehicles.

Automotive manufacturers and researchers are continually advancing these 
technologies to ensure effective coexistence, optimal resource allocation, and reliable 
communication in complex driving scenarios. The combined power of automotive 
radar and V2X communication promises safer roads, reduced traffic congestion, 
and a future of smarter, more efficient transportation systems.

9.2 5G NR and Radar Integration for Industrial Applications

The integration of 5G New Radio (NR) and radar technologies holds significant 
promise for revolutionizing industrial applications, particularly in sectors like 
manufacturing, logistics, and automation. 5G NR’s high data rates, low latency, 
and network sharing capabilities, coupled with radar’s object detection and ranging 
prowess, create a potent synergy that can reshape industrial processes.

5G NR’s ultra-reliable low-latency communication (URLLC) abilities enhance 
real-time control and communication between machines and systems, allowing 
for precise coordination and efficient resource management. This is essential for 
time-sensitive industrial tasks, such as robotics, where split-second decisions are 
crucial (Aijaz, 2020). Radar technology complements this by offering accurate 
object detection and tracking, enabling collision avoidance, automated guided 

Figure 9. v2x communication
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vehicles (AGVs) routing, and asset tracking within industrial environments. Radar’s 
resilience to adverse conditions like dust, smoke, and poor lighting further solidifies 
its reliability in demanding settings (Liang et al., 2023).

The integration of 5G NR and radar enables seamless communication between 
machines, devices, and central control units, resulting in improved production 
efficiency, reduced downtime, and enhanced worker safety. For instance, AGVs 
can benefit from radar-based navigation and collision avoidance systems while 
communicating critical status updates through 5G networks (Li et al., 2023).

As industries progressively embrace Industry 4.0 concepts, the amalgamation 
of 5G NR and radar is poised to create an ecosystem where machines collaborate 
intelligently, leading to heightened productivity, optimized processes, and safer 
work environments. The synergy between these technologies exemplifies the 
transformative potential of combining wireless communication and radar sensing 
in industrial applications (Qian et al., 2022).

9.3 Recent Advances in Radar Design

The enduring essence of the fundamental radar range equation continues to serve as 
a wellspring of inspiration for pioneering designs and innovations in both civilian 
and military radar systems (Brown & Li, 2023).

In the contemporary radar landscape, this enduring equation has given rise to a 
plethora of cutting-edge technologies. These encompass a range of technologies, 
such as Multiple Inputs, Multiple Output systems, Digital Beam Forming methods, 
Active Electronically Steered Array radar, millimeter-wave radar, Passive Coherent 
Location Radar Systems, semiconductor Power Amplifiers, and advanced techniques 
for signal coding and Digital Signal Processing in radar systems. These advanced 
technologies have played a pivotal role in shaping the landscape of modern radar 
systems (Tan et al., 2023). Researchers have introduced an innovative hybrid 
substrate integrated checkerboard metasurface (CMS) that combines resonance-based 
and dispersion techniques to enhance radar stealth, effectively reducing the radar 
cross section (RCS) of flat metallic targets (Wang et al., 2023). To attain a broader 
bandwidth, the researchers employed both single and dual resonant artificial magnetic 
conductor meta-atoms, featuring adjusted cell topologies. The investigation delved 
into the resonance mechanism, providing a comprehensive insight into the reflective 
behaviors of these meta-atoms. A prototype of the RCS reducer was fabricated and 
measured, aligning closely with theoretical simulations. The improved 8 dB RCS 
drop in experimental results was attributed to the dielectric substrate’s dispersion 
effects. This innovative design sets a benchmark for economical CMS in radar 
evasion applications. Radar design development is shown in Figure 10.
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Nowadays, leveraging modeling and simulation tools within the radar system 
design process offers comprehensive benefits. By utilizing MATLAB and Simulink 
as the core platform for radar system development we can achieve better performance.

This comprehensive radar simulation and development framework offers a wide 
array of capabilities. It facilitates the interactive adjustment of radar parameters 
and waveform optimization, taking into account considerations based on the radar 
range equation and link budget. The framework expedites the development process 
with its extensive algorithm libraries with encompassing functions It supports 
modeling across a range of scenarios, including ground-based, airborne, ship-borne, 
space-based, and automotive radar systems, accommodating both moving targets 
and radar platforms. Additionally, it can create phased array systems, evaluate 
their presentation in diverse conditions using accurate synthetic data, and generate 
radar signals for machine and deep learning models. This framework seamlessly 
integrates RF component models and complex antenna designs, enhancing radar 
system design fidelity. It also streamlines the debugging and testing of complete 
radar models in the early project stages, minimizing the risk of costly redesigns. 
Furthermore, it automates the translation of MATLAB- Simulink methods into code 

Figure 10. Radar design development
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for positioning on DSP and programmable gate array, making the implementation 
process more efficient.

10. OVERCOMING TECHNICAL AND REGULATORY HURDLES

10.1 Regulatory Framework for Radar and Wireless Integration

The integration of radar and wireless technologies necessitates a well-defined 
regulatory framework to ensure coexistence, minimize interference, and promote 
efficient spectrum utilization. Regulatory bodies worldwide play a vital role in 
establishing rules that govern the deployment and operation of such integrated systems.

One key challenge in radar and wireless integration lies in allocating spectrum 
resources in a way that prevents harmful interference between these systems. 
Moreover, regulatory frameworks need to address issues related to spectrum sharing 
and coordination. Dynamic spectrum access mechanisms, such as geolocation 
databases and spectrum sensing, can aid in avoiding interference between radar 
and wireless networks. Additionally, regulations must ensure that both radar and 
wireless communication systems comply with emission limits to prevent excessive 
interference (Huseien & Shah, 2022).

International harmonization is also essential. Radar and wireless technologies 
transcend geographical boundaries, making it crucial for regulatory frameworks 
to align internationally. This ensures consistency and interoperability, allowing 
integrated systems to function seamlessly across regions.

As technologies evolve, regulatory bodies must remain agile and adaptive to 
accommodate advancements in radar and wireless communication. They play a 
pivotal role in enabling innovation while safeguarding against potential disruptions 
and conflicts. By establishing clear guidelines and standards, regulatory frameworks 
foster a conducive environment for the successful integration of radar and wireless 
technologies to create safer, more efficient, and interconnected systems.

10.2 Addressing Privacy and Security Concerns

Addressing privacy and security concerns in the integration of radar with wireless 
systems is crucial to ensure the protection of sensitive information and maintain 
user trust. Some significant points are shown in figure 11.
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i. 	 Data Encryption: Implement robust encryption mechanisms for both radar and 
wireless communication data to prevent unauthorized access and eavesdropping 
(You et al., 2021).

ii. 	 Authentication and Authorization: Employ strong authentication methods to 
confirm the distinctiveness of devices and users before granting access to the 
network or radar system.

iii. 	 Secure Key Management: Establish secure key management practices to 
safeguard encryption keys and ensure they are not compromised.

iv. 	 Privacy-Preserving Techniques: Utilize privacy-preserving techniques like 
differential privacy to anonymize and aggregate data while still extracting 
meaningful insights.

v. 	 Secure Software Development: Follow secure software development practices 
to minimize vulnerabilities and ensure that software and firmware updates are 
free from security flaws.

vi. 	 Secure Communication Protocols: Use secure communication protocols that 
protect data integrity and confidentiality during transmission.

Figure 11. Privacy and security concerns
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vii. 	 Regular Audits and Penetration Testing: Conducting regular security audits 
and penetration testing to categorise vulnerabilities and flaws in the system’s 
defenses.

viii. 	User Education: Educate users and stakeholders about the importance of 
security measures, best practices, and potential risks associated with the 
integrated system.

ix. 	 Secure Hardware Design: Utilize hardware security features to prevent physical 
attacks and tampering of devices.

x. 	 Secure Network Architecture: Design the network architecture with security 
in mind, realising firewalls, intrusion detection, and network division.

xi. 	 Incident Response Plan: Develop a comprehensive incident reaction plan to 
handle security breaches and lessen the control on the integrated system.

By addressing these points, stakeholders can foster a secure and privacy-respecting 
environment for the incorporation of radar with wireless communication systems, 
mitigating risks and building user confidence in the technology’s capabilities.

11.FUTURE DIRECTIONS IN RADAR-
ENHANCED WIRELESS EXPERIENCES

11.1 Integration With 6G and Beyond

Integration with 6G and beyond represents a forward-looking approach to technology 
convergence, where radar and wireless communication systems synergistically coexist 
to shape the future of interconnected environments. As we approach the era beyond 
5G, the integration of radar and wireless technologies holds immense potential to 
create innovative solutions that transcend traditional boundaries.

6G envisions a hyper-connected world, where data rates reach terabits per 
second, latency becomes nearly imperceptible, and diverse applications benefit from 
seamless connectivity. Integrating radar into this vision can lead to transformative 
advancements. For instance, combining radar’s precise sensing capabilities with ultra-
high-speed wireless communication can create unparalleled situational awareness for 
autonomous vehicles, enabling real-time collision avoidance even in complex urban 
scenarios(F. Liu et al., 2022). Moreover, radar’s ability to penetrate obstacles and 
harsh weather conditions can enhance the reliability of communication networks. 
This is especially relevant for applications like disaster response, where integrated 
systems can ensure continuous connectivity in adverse situations.

The integration of radar and 6G wireless communication also has implications for 
security and privacy. Radar can be employed to detect and mitigate wireless signal 
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jamming and cyberattacks, fortifying the resilience of communication networks 
against malicious actors.

As we look even further ahead to 7G and beyond, integration can amplify the 
potential for holistic sensing and communication ecosystems. Radar systems could 
play a pivotal role in creating intelligent environments that adapt in real-time based 
on both wireless communication and radar-sensed data. This could lead to urban 
infrastructure that self-adjusts traffic signals based on real-time vehicle movements, 
resulting in optimized traffic flow and reduced congestion.

However, this integration also introduces challenges such as harmonizing 
complex waveforms, addressing interference between radar and advanced wireless 
networks, and managing cross-layer optimizations effectively. Collaborative research 
development across disciplines will be essential to realize the potential of this 
integration (Shafie et al., 2022).

In conclusion, the integration of radar with 6G and beyond holds tremendous 
promise for reshaping our world’s communication and sensing capabilities. As 
these technologies converge, they can revolutionize industries, enhance safety, and 
drive innovations that propel us toward a more interconnected and intelligent future.

11.2 AI-Driven Adaptations for Dynamic Environments

In dynamic and rapidly changing environments, the integration of artificial intelligence 
(AI) offers remarkable opportunities for adaptive systems that can respond intelligently 
to evolving conditions. AI-driven adaptations empower systems to make real-time 
decisions, optimize performance, and ensure efficiency in the face of uncertainties 
and fluctuations.

One of the basic strengths of AI lies in its skill to process large data from several 
sources. This data can be leveraged to generate comprehensive situational awareness, 
allowing systems to understand the environment’s current state and predict its 
future dynamics. For instance, in autonomous vehicles, AI can process sensor data 
to assess road conditions, weather, traffic patterns, and even pedestrians’ behavior, 
enabling the vehicle to adapt its driving strategy accordingly (Drinan et al., 2012).

Machine learning algorithms, a subset of AI, enable systems to learn patterns 
and trends from historical data. This enables AI-driven adaptations to recognize 
recurring scenarios and make informed decisions. In manufacturing, AI can optimize 
production processes by predicting equipment failures and adjusting operations in 
real-time to minimize downtime.

AI-driven adaptations are particularly relevant in sectors like healthcare and 
disaster management. In healthcare, AI can continuously monitor patients’ vital signs 
and detect anomalies, triggering alerts to medical staff for timely intervention. In 
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disaster management, AI can analyze incoming data from various sources to predict 
natural disasters and dynamically allocate resources to affected areas.

However, challenges exist, including the need for robust AI models that can 
generalize well in diverse scenarios and the ethical considerations around AI-driven 
decision-making.

Ultimately, AI-driven adaptations for dynamic environments promise to 
revolutionize how we interact with technology. As AI systems become more adept 
at processing data, learning from it, and making real-time adjustments, they will 
enable a new level of efficiency, safety, and responsiveness in sectors ranging 
from transportation to healthcare, from manufacturing to emergency response, and 
beyond. The synergy between AI and dynamic environments can reshape industries 
and improve quality of life on a global scale.

11.3 Achievements in Next-Gen Wireless Experiences

The realm of next-generation wireless experiences has seen remarkable achievements 
that are transforming the way we connect, communicate, and interact. These 
achievements are shaping a future where wireless technologies offer unprecedented 
capabilities and cater to the diverse demands of our interconnected world.

i. 	 5G Revolution: One of the most notable achievements has been the rollout of 
5G networks. With faster data rate, low latency, and massive device connections, 
5G has unlocked new possibilities for real-time applications and the Internet 
of Things (IoT).

ii. 	 Massive MIMO and Beamforming: Massive Multiple-Input Multiple-Output 
(MIMO) technology and advanced beamforming techniques have enabled 
networks to provide higher data rates and improved coverage, enhancing user 
experiences even in densely populated areas.

iii. 	 Edge Computing: The integration of edge computing with wireless networks 
has brought computation nearer to data sources, decreasing latency and 
empowering time-sensitive applications like autonomous vehicles and industrial 
automation.

iv. 	 IoT Connectivity: Next-gen wireless technologies have facilitated seamless 
IoT connectivity, allowing for a myriad of devices to communicate and interact 
with each other. This has led to advancements in smart homes, industrial IoT, 
and connected healthcare.

v. 	 Enhanced Mobile Broadband: Faster and more reliable wireless connections 
have propelled enhanced mobile broadband experiences, enabling high-quality 
streaming, online gaming, and other bandwidth-intensive activities (Sahu et 
al., 2021).
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vi. 	 Wireless Power Transfer: Achievements in wireless power transfer have 
led to the development of technologies that wirelessly charge devices, from 
smartphones to electric vehicles, without the need for physical connectors.

vii. 	 Smart Cities: Wireless technologies have been pivotal in the evolution of 
smart cities, enabling intelligent transportation systems, smart energy grids, 
and efficient urban management.

viii. 	Cognitive Radio and Spectrum Sharing: Cognitive radio techniques have 
facilitated dynamic spectrum sharing, optimizing spectrum utilization and 
addressing the challenge of spectrum scarcity.

ix. 	 Wireless Healthcare: Wireless medical devices and telemedicine solutions are 
transforming healthcare delivery, allowing for remote monitoring, diagnosis, 
and treatment.

x. 	 AI-Driven Wireless Networks: The incorporation of AI and machine learning 
with wireless networks has led to autonomous network management, predictive 
maintenance, and optimized resource allocation.

These achievements collectively mark a significant shift in the wireless landscape, 
fostering innovation, economic growth, and improved quality of life. As wireless 
technologies continue to advance, their transformative impact will likely extend to 
realms yet unexplored, paving the way for a future where connectivity is seamless, 
intelligent, and deeply integrated into our daily lives.

11.4 Potential Societal and Industrial Impact

The convergence of radar and wireless communication technologies holds immense 
potential for generating significant societal and industrial impact:

i. 	 Safer Transportation: Integration can enhance collision avoidance systems, 
enabling safer roadways through improved radar-based object detection and 
real-time V2X communication for timely alerts to drivers.

ii. 	 Smart Cities: Radar-wireless integration can contribute to efficient traffic 
management, waste collection, and energy distribution, transforming urban 
environments into smart and sustainable hubs.

iii. 	 Industrial Automation: The combination can optimize manufacturing processes 
by using radar for precise object tracking and wireless communication for real-
time data sharing, leading to increased productivity and reduced downtime.

iv. 	 Agricultural Innovation: By providing accurate soil moisture data through 
radar and enabling remote control of machinery using wireless communication, 
agriculture can become more efficient and sustainable.
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v. 	 Healthcare Advancements: Integration can support wearable health devices 
that monitor patients’ vital signs through radar and transmit data wirelessly 
for remote medical diagnosis and treatment (Lyu et al., 2021) .

vi. 	 Emergency Response: Radar communication can assist in disaster management 
by enabling through-wall sensing for locating survivors, while wireless 
communication maintains connectivity for coordinated response efforts.

vii. 	 Environmental Monitoring: Both technologies combined can facilitate real-
time monitoring of pollution levels, weather patterns, and natural disasters, 
enhancing our understanding of and ability to respond to environmental changes.

viii. 	Supply Chain Efficiency: Radar can improve logistics by enabling precise 
asset tracking, while wireless communication supports real-time inventory 
management and coordination across the supply chain.

ix. 	 Remote Sensing: The synergy can lead to more accurate weather forecasting, 
remote sensing for scientific research, and space exploration applications.

x. 	 New Business Models: Radar-wireless integration can foster the creation of 
innovative services and business models, propelling economic growth and 
opening doors to new market opportunities.

The societal and industrial impact of integrating radar and wireless communication 
is profound. This synergy has the power to transmute various sectors, enhancing 
safety, efficiency, and class of life on a global scale while ushering in new possibilities 
for innovation and technological advancement.

CONCLUSION

In conclusion, the book chapter on “Engineering Next-Generation Wireless 
Experiences through Radar and RF Front End System Designs” sheds light on the 
synergistic potential of integrating radar and wireless communication technologies. 
This integration marks a pivotal step towards creating interconnected ecosystems 
that transcend traditional boundaries and enhance our ability to sense, communicate, 
and interact in dynamic environments.

Throughout the chapter, we have delved into the evolution of wireless technologies, 
the demand for enhanced wireless experiences, radar principles, RF front-end 
systems, and various cross-layer considerations. We’ve explored the challenges and 
benefits of coexistence between radar and communication, and examined advanced 
techniques like MIMO, beamforming, and dynamic spectrum access. Moreover, the 
chapter delved into reconfigurable RF front-end architectures and the regulatory 
aspects governing the integration of radar and wireless systems.
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The societal and industrial impact of this integration is vast, with potential 
implications for transportation, healthcare, smart cities, agriculture, and beyond. 
This chapter underscores the crucial role that radar and RF front-end designs play 
in shaping the future of wireless technologies, opening avenues for innovation, 
economic growth, and improved quality of life.

As the world accelerates towards the realization of 5G, 6G, and beyond, the 
intersection of radar and wireless communication is poised to redefine how we 
perceive, connect, and interact with our environment. The book chapter underscores 
the importance of interdisciplinary collaboration and continuous research to 
harness the full potential of this integration, fostering a world where technology 
not only amplifies human capabilities but also ushers in a new era of connectivity 
and intelligence. Ultimately, by engineering next-generation wireless experiences 
through radar and RF front-end system designs, we pave the way for a future where 
communication and sensing are seamlessly intertwined, shaping a world that is safer, 
smarter, and more connected than ever before.
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Abstract: As a result of the development of advanced semiconductor-based optical switching devices and their 
commercialization, concepts and technologies in all-optical signal processing have evolved significantly in the past 
few years. Universal gates are required for the realization of logical processes in photonic computing. In this study, 
a straightforward and small-footprint all-optical NAND gate was created utilizing semiconductor optical amplifier 
and simulated at high data rates between 10 to 40 Gbps. Numerical analysis of the performance of the suggested 
NAND gate for various input combinations and semiconductor optical amplifier (SOA) is shown. A numerical study 
is carried out by varying the wavelength, injection current, confinement factor, and optical elements such as sources, 
amplifiers, and filters. Unique results were obtained at a 10 Gbps to 40 Gbps data rate for NRZ-L user-defined bit 
sequences. This type of all-optical NAND gate will be the perfect alternative in the field of all-optical computing to 
realize a high-speed optical communication network. An extinction ratio of 15.323 dB is achieved at a high data rate 
of 40 Gbps. The output spectrum of the designed NAND logic is also obtained for a wide input spectrum and the 
system responds selectively to the input wavelength at 1548.3 nm, which is the probe signal wavelength. 
 
Keywords: Cross-gain modulation, erbium doped fibre amplifier, extinction ratio, gain saturation, optical logic gate, 
semiconductor optical amplifier. 

 
 

INTRODUCTION 

Considerable research has gone into making all-optical integrated circuits, which are widely useful for doing 
ultrafast computing to handle ultrahigh bandwidth in the field of communication engineering technology. This 
technology is very helpful in developing miniaturized and noise-free integrated circuits, which are very difficult 
to realize using conventional electronic components. Among all the digital logic gates, these are the primary 
elements for performing any kind of function in electronic circuits. Therefore, similar kinds of gates will be 
replaced by optical logic gates so that all functions can be done with light. 
 
 All-optical logic gates are unique due to their small physical size, negligible electronic interference, 
excellent immunity against short circuits, and high bandwidth transmission with negligible loss. Implementing 
a nonlinear medium is essential to complete the design of an all-optical system which plays a major role in 
modulating the input light signals into the desired output. At a data rate of 80 Gbps, the configuration of the 
NAND logic gates employing a semiconductor optical amplifier (SOA) and PC-SOA with Mach-Zehnder 
interferometer (MZI) structure has been designed to achieve an extinction ratio of 7.1 dB and 16.2 dB, 
respectively (Heydarian et al., 2022). In addition, a three-input all-optical NAND gate that makes use of 
polarisation rotation in an SOA was demonstrated. The goal of this demonstration was to achieve a high 
extinction ratio with an unsaturated gain of 30 dB, despite the fact that the output signals had non-uniform 
amplitudes (Mukherjee & Raja, 2020). 
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The design of all-optical logic gates comprises an encoding system, a frequency generator, and a frequency 
converter. For the representation of binary states, hybrid encoding techniques are preferred. A four-wave mixing 
semiconductor amplifier was adopted to develop a frequency generator, and a cross-polarization rotation effect 
was adopted to develop a frequency convertor. With these designed components, a universal all-optical NAND 
logic system has been studied (Mukherjee et al., 2019). The use of filters along with SOA can help improve the 
efficiency of the NAND gate. 
 
 Continuous improvement is made by the research community from the existing SOA-based NAND gate 
designs into the SOA-MZI configuration, which enables high switching efficiency, ER ratio, and high bit rate 
operation (Mehra et al., 2012). To achieve miniaturization, an integrated SOA-based MZI was used at a data 
rate of 10 Gbps, which opens a new horizon to realize all-optical routing (Ye et al., 2006). The enhancement of 
the existing design has been attained by introducing a distributed Bragg reflector laser integrated SOA. By 
increasing the signal rate between 1.25 Gbps and 10 Gbps, the extinction ratio was reduced from 28 dB to 6 dB 
(Yu et al., 2014). 
 
 Kim et al. (2006a) found that the NAND, NOR, and their combinations have the best chance of being able 
to do all kinds of logical operations in the future high-capacity optical communication networks. Excellent 
recovery time and high-speed operations have been achieved at 5 ps and 10 Gb/s, respectively, using nonlinear 
vertical-cavity semiconductor gates (Porzi et al., 2008). All-optical AND and NAND gates were designed using 
silicon-based micro ring resonators, which showed the free carrier dispersion effect (Ibrahim et al., 2003). To 
achieve 15 dB at 10 Gbps, one research team developed a structure with parallel SOA and MZI logic gates. 
These gates include XOR, OR, NOR, and NAND (Kim et al., 2006b). 
 
 To obtain an ER of 11 dB and a low penalty of 2.3 dB with a gate operating data rate of 42.6 Gbps, differently 
switched SOAs are used in a MZI configuration (Dailey et al., 2009). The design and modelling of an all-optical 
NAND gate employing an SOA with a high ER of 15.323 and a data rate of 40 Gbps are reported in this research. 
The necessary mathematical support from the current literature is used to effectively address the theoretical 
background of the EDFA and SOA. User defined random input sequences were used in the NAND gate 
simulations, and the accompanying numerical analyses are documented. The performance of the designed 
NAND operation was compared with those reported previously. 

 

MATERIALS AND METHODS 
 
Design arrangement 
 
Figure 1 shows the block diagram of the proposed SOA-based all-optical NAND gate. It consists of an EDFA 
along with a TWSOA, which is the important optical component for the design of the NAND gate. As input 
sequences, A and B are combined by the optical multiplier and amplified by the EDFA, whereas the reference 
or probe signal from a continuous wave laser is combined with the amplified input data by an X-coupler. 
Continuous laser light from port 3 can be used as a reference signal to achieve an all-optical NAND gate function. 
 
 

 
 
 
 
 
 
 
 
 

 
 

Figure 1:   Block diagram representation of proposed NAND gate 
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Working principles of NAND logic 
 
In the principles of operation, the two binary inputs A and B are converted into an analog waveform using an 
optical pulse generator, and will be given to the multiplier, which generates the multiplication of binary data. It 
looks like an AND logic operation. The Erbium-Doped Fibre Amplifier is used to boost the output of the 
multiplier. It has the lowest loss in all of the optical fibre telecommunication wavelength bands, so it can also be 
used to make up for signal loss as it travels. 
 
 The amplified data is further processed through a tuned Gaussian optical filter to get a specific centre 
wavelength. A continuous wave laser is employed to generate a probe or reference signal. An optical X coupler 
receives a combined input and probe signal simultaneously and its outputs are fed to a TWSOA where cross gain 
modulation (XGM) of carrier induced changes takes place in accordance with the changes in the input A and B 
(intensity modulation). During cross gain modulation, the gain is changed in SOA by the effect of gain saturation. 

 
 The modulated output wavelength of continuous wave (CW) laser is caused by gain variations of the 
intensity modulated input signals. The output of SOA module carries data that precisely matches the intensity-
modulated input signals. The output signal is influenced by the directional characteristics of two signals, such 
as the reference signal and combined input signals, which can both enter the SOA in a co-directional or counter-
directional manner. The optical bandpass filter receives the output of the amplifier. 
 
 The Gaussian optical filter centred at wavelength 1548.3 nm and bandwidth 40 GHZ selects the desired 
NAND operation. To get the optimum performance, the SOA parameters were adjusted. When inputs A and B 
are high, XGM can be generated at SOA, producing a low output (logic 0). If any one of the inputs is low, then 
the multiplier output is also low and then the output of SOA corresponds to CW laser only, which is the logic 
high output (logic 1). By filtering and amplifying the power of the CW laser, the NAND output can be seen. 
 
 The 'X' coupler is used to couple the output of the multiplier and the output of the CW laser; the coupling 
coefficient selected was 0.5 dB. The semiconductor optical amplifier receives the coupler output as its input. 
When either input A or B, or both, is low, a high-power output is produced. Because the multiplier output is low, 
cross gain modulation cannot take place. On the other hand, the CW laser reference signal makes the logic output 
high. 
 
 The XGM modulated signal can be generated with the combined use of the multiplier output and the signal 
from the continuous wave laser, whereas the output of the multiplier is high when all the two inputs are logic 
high. The Gaussian optical filter is used to select a preferred centre frequency from the SOA output and to 
remove unwanted noise. Then the output will be considered as logic "0". At least one of the inputs goes to zero 
(low), the output logic becomes logic "1", which indicates that the constructed logic gate reflects the NAND 
operations. 
 
Theoretical background of EDFA and SOA 
 
Erbium-doped fibre amplifiers (EDFA) are used to boost signals with a loss of less than 0.2 dB/km in the 1550 
nm wavelength range. The amplification is purely optical and independent of the data rate (Durhuus et al., 1996). 
The proposed NAND gate has EDFA parameters of 2.2 µm for the core radius and doping radius. The EDFA's 
numerical aperture is 0.24, and the losses at 1500 nm are 0.1 dB/m. The wavelength and power for forward 
transmission are 1553 nm and 100 mW, respectively. Similar to this, the EDFA's backward pump wavelength 
and power are 980 nm and 0 mW, respectively. This demonstrates that there will be no back reflection while the 
gate is operating. 
 
 Simulated emission is the guiding principle behind the operation of the amplifier in erbium-doped fibre 
(Nakazawa et al., 1989). When the data is introduced into the fibre at a wavelength ranging from 1520 nm to 
1560 nm, the desired result of stimulated emission can be attained. During the stimulated emission process, the 
signal is amplified by the photon that is just made (Agrawal, 1997). 
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The rate equation stated the working principles of EDFA. The population of the upper, middle, and ground state 
is represented by𝑃௨, 𝑃௠ and𝑃௚, respectively. When 𝑇௣ is the pumping rate, 𝑇௔௕  is the absorption of photons from 

the signal and 𝜏ଵଶ is the lifetime of spontaneous emission, the following equations can be written as 
 
ௗ௉೒

ௗ௧
=

௉೘

ఛ೘೒
+ 𝑇௔௕൫𝑃௠ − 𝑃௚൯ − 𝑇௣൫𝑃௚ − 𝑃௨൯,               …(1) 

 
ௗ௉೘

ௗ௧
=

௉ೠ

ఛೠ೘
− 𝑇௔௕൫𝑃௠ − 𝑃௚൯,                             …(2) 

 
ௗ௉ೠ

ௗ௧
= −

௉ೠ

ఛೠ೘
+ 𝑇௣൫𝑃௚ − 𝑃௨൯.                               …(3) 

 
 In a SOA, population inversion refers to the condition, in which the population of electrons in the conduction 
band exceeds the population of holes in the valence band, 𝑃௠ > 𝑃௚. Under steady state conditions, the time 

derivatives are not present. Since the photon lifetime at state 𝑢 is much smaller than the lifetime of a photon at 
state 𝑚, the population of the excited state is defined by the Boltzmann distribution,  𝛽. 
 

The population of upper level is 𝑃௨ = 𝑃௠ 𝑒
ି

ಶೠషಶ೘
಼೅  = β𝑃௠ , …(4) 

 

where 𝛽 = 𝑒
ି

ಶೠషಶ೘
಼೅ , 

 

From (1),  
௉೘

ఛ೘೒
+ 𝑇௔௕൫𝑃௠ − 𝑃௚൯ − 𝑇௣൫𝑃௚ − 𝑃௨൯ = 0. 

 
This gives the inversion level as 
 

𝑛 =
௉೘

௉೘ି ௉೒
=  

൫ ೛்ା்ೌ್൯ఛ

೛்ఛ(ଵିఉ)ିଵ
. …(5)

   
Equations (1) to (4) related with population inversion, while (5) shows the degree of inversion needed for a 
signal to successfully flow through the EDFA (Desurvire, 1994). The inversion level 𝑛 is thus related to both 
the probe and input signal powers, probe signal wavelength through  𝛽 (Sabella & Lugli, 1999).  
 
 The nonlinear optical effect and the carrier density of SOA can be theoretically analysed by rate equations 
(Ishikawa, 2008). The device considered for this work is the Travelling Wave Semiconductor Optical Amplifier 
(TWSOA), which is used to amplify modulated light signals in which the input signal power and the internal 
noise have an impact on the gain of SOA. Gain saturation will occur if the input power is high, which will 
decrease the lasing operation in SOA (Liou et al., 1997), which will result in low output. 
 
 The carrier recombination lifetime decides the gain dynamics of the SOA and the condition underneath 
specified appears the carrier density which is created spatially along the whole length of the active region of the 
device. The carrier recombination lifetime decides the gain dynamics of the SOA and the condition underneath 
specifies the carrier density, which is created spatially along the whole length of the active region of the device. 
It combines the forward and turn-around traveling signal as well as the ASE mentioned in (6) (Manimaran & 
Madhan, 2020). The dynamic equation for the change in carrier density inside the device's active zone is provided 
by 
 
ௗ௡(௭)

ௗ௧
=  

ଵ

௘ௗ௅ௐ
− 𝑅൫𝑛(𝑧)൯ −

୻

ௗ௪
 ൛∑ 〖𝑔௠൫𝑣௞ , 𝑛(𝑧)൯൫𝑁௦௞

ା (𝑧) + 𝑁௦௞
ି (𝑧)൯ൟ

ேೞ
௞ୀଵ −〗

ଶ୻

ௗ௪
 ቄ∑ 〖𝑔௠൫𝑣௞ , 𝑛(𝑧)൯𝐾௝ ቀ𝑁௝

ା(𝑧) +
ே೘ିଵ
௞ୀଵ

𝑁௝
ି(𝑧)ቁቅ〗,            …(6) 

 
 where Γ is the confinement factor, 𝑔௠ is the material gain, while L, W are the length and the width of the 

active region of the SOA, respectively. The recombination rate is 𝑅൫𝑛(𝑧)൯, an emitted photon in the positive and 

negative Z-direction are  𝑁௦௞
ା (𝑧) and 𝑁௦௞

ି (𝑧). For the transverse electric (TE) mode, the spontaneous emission 
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photon rate is 𝑁௝
ା(𝑧), and for the transverse magnetic (TM) mode, it will be 𝑁௝

ି(𝑧). The carrier density can be 

altered within the active region by varying a few parameters or processes which are shown in (6). The infused 
current, unconstrained radiative and nonradiative recombination, forecast recombination process of carriers, 
invigorated recombination by the signal, and ASE photons. In the case of a traveling wave amplifier, the mirror 
losses will not affect the photon lifetime (Eisenstein, 1989; Obermann et al., 1997). In the proposed system, the 
parameters chosen for the SOA are confinement factor Γ = 0.35, length L = 0.5 mm, width W = 3 µm, height H 
= 80 nm, Line width enhancement factor = 5, differential gain Ad = 27.8 × 10-021m2. 
 

RESULTS AND DISCUSSION 
 
The study of this numerical simulation explored the dynamics transfer characteristics of the NAND gate for user-
defined or random sequence input of A and input B with a data rate of 40 Gbps. The wavelength of 1553.05 nm 
and 1557.75 nm was selected for A and B with a power of -1.21 dBm and -0.223 dBm, respectively. The centre 
wavelength of the Gaussian optical filter is 1555.40 nm, which is the average wavelength of both inputs A and 
B, whereas the wavelength, injection current, and power of the probe or reference signal are 1548.3 nm, 0.95A, 
and -2.6 dBm, respectively. 

 
Figure 2:    The schematic diagram of the proposed NAND gate design 

 
 

 
Figure 3: (a). Input sequence A; (b) Input sequence B; (c) Output of NAND logic; (d) Output 

Power spectrum of designed NAND logic. 
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The SOA parameters are set as 0.5 mm length, 3 μm width, 80 nm height, and the optical confinement factor is 
0.35. The centre wavelength of the Gaussian optical filter placed before SOA is 1555.4 nm and after SOA is 
1548.3 nm. Figure 2 shows the schematic of the proposed NAND gate. Figures (3a) and (3b) represent the user-
defined input sequence of A: 10101010 and B: 10110011, and Figure (3c) shows the output of NAND logic Y: 
01011101. From the NAND gate logic output, we observe that, the output power for logic 1 is 28.575 dBm and 
the output power for logic 0 is 13.252 dBm. The figure (3d) shows the output spectrum of the NAND logic and 
it was measured for different wavelengths ranging from 1545 to 1560 nm. The system gives a highly selective 
response at a 1548.3 nm input wavelength with about 28.5 dBm of output power. All other wavelengths are 
forbidden from transmission. Around 1555.5 nm, a small output signal (-82 dBm) arises, but it is negligible 
when compared to 28.5 dBm. Table 1 shows the proposed NAND gate logic output for user-defined input 
sequences with corresponding logical outputs with power in dBm. 
 

Table 1:   Truth table for NAND gate logic (user defined input) 
 
 

User defined sequence NAND gate logic 
𝑦 = 𝐴 ∗ 𝐵തതതതതതത 

Output power 
(dBm) Input 1 logic Input 2 logic 

1 1 0 13.252 

0 0 1 28.575 

1 1 0 13.252 
0 1 1 28.575 

1 0 1 28.575 

0 0 1 28.575 

1 1 0 13.252 

0 1 1 28.575 

 
Numerical analysis  
 
The analysis of the proposed design can be performed by varying the parameters as well as the optical 
components. Different wavelengths of output for NAND logic can be observed. At a wavelength of 1548.3 nm, 
the performance of the pump laser is compared with the CW laser output shown in Figure 4. Even though the 
optical output power of the pump laser is more stable than the CW laser output, we have chosen a continuous 
wave laser, which is mainly used in optical low-loss applications. 
 

 
 
Figure 4: Output optical power at various data rates for 

CW and pump lasers 

 
The impact of various types of amplifiers on the output power of NAND logic can be seen in Figure 5, in which 
we observe that the output is greater in optical fibre amplifiers and TWSOA. Likewise, filters were also tested 
to identify the better performance of the proposed logic gate. In the input stage of the proposed system, the 
impact of filters is high, but in the case of filters at the output stage, no impact is there, as mentioned in Table 2.  
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Table 2:   Types of filters (vs) output power at λ= 1548.3 nm and bandwidth= 10 GHz 
 
 

Sl. no Types of filters Output power (dBm) 

1 Trapezoidal optical filter 27.416 
2 Gaussian optical filter 28.575 
3 Butterworth optical filter 28.202 
4 Bessel optical filter 28.202 
5 Fabry Perot optical filter 24.217 
6 Optical digital filter 26.622 
7 Periodic optical filter 28.231 

 
The selected components from the analysis can be used for the design of a universal optical NAND gate. Figure 
4 shows the relationship between the optical laser source and the operating data rate. Here the same structure 
can be further tested for various data rates of 10 Gbps to 200 Gbps. 
 
 Finally, the required performance can be attained at a bit rate from 10 Gbps to 40 Gbps. Afterward, its output 
power value can be reduced considerably, and finally, no proper transmission has occurred at a speed of 180 
Gbps to 200 Gbps. The rate of change of output power for pump laser and CW laser was calculated from the 
plot based on the simulated output values of 0.00382 dBm/Gbps and 0.0126 dBm/Gbps, respectively. In order 
to improve the quality of the output signal, it is recommended to use the appropriate filter in front of the SOA. 
 
 In this study, various filters have been analysed and their outputs are observed and listed in Table 2. From 
the tabulated values, it is obvious that the Gaussian filter and Periodic Optical filter showed better output power 
compared to other filters, and their output power values are 28.575 dBm and 28.231 dBm, respectively. Since 
the Gaussian optical filter shows the best output power and also has an optimum shape to get high resolution in 
the output, it has been selected for the development of the NAND gate logic system. 
 

 
Figure 5:    Output optical power for different amplifiers 

 
 
Figure 6, shows the tuning of the wavelength of the carrier signal in order to get the maximum output power, 
which will favour efficient information transmission. After doing a large-scale variation from 1400 nm to 1600 
nm, it has been identified that the system responds better around 1548 nm. Then, the signal wavelength varied 
from 1548.0 to 1548.9 nm with an increment of 0.1 nm. The output power is maximal when the wavelength is 
set as 1548.3 nm. The output power drastically decreases on the higher and lower side of the spot of 1548.3 nm, 
which can be interpreted as the window being optimum for the proposed system. The third optical window, 
which has a wavelength between 1400 and 1600 nm, was identified in the literature as an appropriate one for 
achieving low-loss transmission.  
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Figure 6:   Wavelength (vs) output optical power using CW laser. 

 
 

 
Figure 7:   The response of ER to variation in coupling coefficient. 
 
 

 
Figure 8:  Relationship between confinement factor, injection current and extinction ratio at 10 

Gbps data rate. 
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In telecommunications and optical systems, the extinction ratio (ER) is a measure of the contrast or ratio of 
power between the "on" and "off" states of an optical signal which considered as an important factor in evaluating 
the performance of the system at a particular data rate. 
 
 The performance of the NAND gate is verified using the Extinction Ratio (ER) as shown in Figure 7, by 
adjusting the coupling coefficient of the X-coupler. According to this, ER ratio increases if the coupling 
coefficient is smaller than 0.5. The ER is decreased when the coupling coefficient lies between 0.5 and 0.9. The 
NAND logic operation will not function correctly, after the coupling coefficient approaches one. The coupling 
coefficient selected for the current work is 0.5 in order to achieve an appropriate NAND gate logical operation 
at a high data rate of 40 Gbps. Moreover, both the confinement factor and injection current varied independently 
and the extinction ratio based on the output results is shown in Figure. 8. The confinement factor and the injection 
current of 0.35 and 0.95 A, respectively, produced an excellent extinction ratio of 15.323 dB. The same high 
extinction ratio can be maintained for the high-speed data rate of 10 Gbps to 40 Gbps. Similarly, the important 
parameters such as the Extinction Ratio (ER) and Bit Error Rate (BER) were calculated and listed in Table 3. 
 

 
Table 3:  Calculated parameters of the designed NAND logic system 

 
 

Sl. No Parameters Metrics 

1 Extinction ratio 15.323 dB 
2 Bit error rate (BER) 4.27 × 10ିଶ଺ 

   
 
 
Table 4:   Comparison of NAND gate designs 
 
 

Sl. 
no. 

Author name and year Title Optical 
components 
used 

Data rate 
(Gbps) 

Extinction 
ratio 
(dB) 

1 Heydarian et al., 2022 Design and analysis of an all-optical NAND logic 
gate using a photonic crystal semiconductor optical 
amplifier based on the Mach–Zehnder 
interferometer structure 

SOA 80 7.1 

PC-SOA 80 16.2 

2 Mukherjee et al., 2019 All-optical logic gate NAND using semiconductor 
optical amplifiers with simulation 

Two SOA 10 13.0 

3 Oliveira et al., 2019 New design of all-optical logic universal NAND 
gate formed by NOT (A AND B) gates using 
Michelson Interferometer based on semiconductor 
optical amplifier 

SOA- MI 10 - 

4 Yu et al., 2014 All-optical decision gate with extinction ratio 
improved scheme using a SOA-DBR laser 

SOA- 
DBR Laser 

10 24 

5 Mehra et al., 2012 All optical universal logic Gates Design and 
Simulation using SOA 

Two SOA 40 8.75 

6 Mehra et al., 2012 SOA based all-optical NAND gates and their 
comparison 

SOA- filter 80 9.73 

SOA- MZI 80 11.09 
7 Nakarmi et al., 2012 Demonstration of all-optical NAND gate using 

single-mode Fabry–Pérot laser diode 
Fabry Perot 
laser diode 

10 14.6 

 
We deduce from the comparison table that the majority of research on the design of all-optical NAND gates for 
optoelectronic integrated circuits has a data rate of 10 Gbps. If the data rate rises, the extinction ratio may decline. 
With a single SOA and filter combination, the NAND gate in the proposed work is created with a high data rate 
of 40 Gbps and an enhanced extinction ratio of 15.323 dB. 
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CONCLUSION 
 
A unique all-optical NAND gate using a single TWSOA has been developed and implemented in this study, and 
by numerical simulation, a high ER of 15.323 dB at a data rate of 10 Gbps to 40 Gbps is achieved. Additionally, 
the functionality of all-optical NAND gate is examined in various scenarios. By adjusting the input data, SOA, 
CW laser, or optical filter parameters, the maximum extinction ratio for the NAND gate was achieved. 
Calculated values for the ER and BER were 15.323 dB and 4.27×10-26 respectively. 
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ABSTRACT

This chapter explores the revolutionary realm of multiferroic materials, focusing on 
their dual ferroelectric and ferromagnetic properties and their pivotal role in energy 
harvesting. It classifies key materials, including Bismuth Ferrite and Gadolinium 
Manganite, highlighting their suitability for energy conversion. The intricate 
mechanisms of multiferroicity, encompassing piezoelectric and magnetoelectric 
effects, are unveiled. Examining different phases, such as ferroelectric and 
ferromagnetic, illuminates their multifunctional behavior. Advanced characterization 
techniques, like X-ray diffraction, are crucial for harnessing these materials. 
Various energy harvesting mechanisms, such as piezoelectric and thermoelectric, 
are explored, emphasizing multiferroics’ versatility. Applications, challenges, and 
future directions, including enhanced efficiency and integration into flexible devices, 
are discussed. In conclusion, this chapter provides a comprehensive exploration of 
multiferroic materials, showcasing their potential to revolutionize energy harvesting 
for a sustainable future.
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1. INTRODUCTION 

Energy harvesting plays a vital role in addressing the rising demand for sustainable 
and self-sufficient power sources. It enables the efficient capture and utilization 
of energy from diverse sources like solar radiation, vibrations, heat differentials, 
and more. This sustainable energy generation reduces our reliance on finite fossil 
fuels and minimizes environmental impact. Energy harvesting is essential for 
powering remote or low-power devices, ensuring their continuous operation without 
the need for frequent battery replacements or extensive wiring (Xu et al. 2017). 
Additionally, it has applications in IoT sensors, wearable technology, and various 
off-grid scenarios, making it an integral part of the transition towards cleaner, more 
resilient energy solutions. Multiferroic materials have attracted substantial interest 
in the recent years because of their latent applications in energy harvesting. These 
materials exhibit the coexistence of multiple ferroic orders, such as ferroelectricity 
and ferromagnetism, making them uniquely suited for converting different types 
of energy into electrical power. This convergence of properties opens up exciting 
possibilities for developing highly efficient and compact energy harvesting devices 
(Lee et al. 2021). Ferroelectricity is a property that allows certain materials to 
maintain a permanent electric polarization when subjected to an external electric 
field, while ferromagnetism enables materials to retain a permanent magnetic 
polarization when exposed to an external magnetic field. Multiferroic materials 
possess both these characteristics, making them exceptionally versatile for energy 
conversion (Mehta, Islam, and Imran 2023). One of the most hopeful applications 
of multiferroic materials is energy harvesting. Energy harvesting implicates the 
capture and renovation of various energy sources like mechanical vibrations, 
thermal gradients, or electromagnetic fields, into electrical energy for powering 
small electronic devices or sensors (Sun, MacManus-Driscoll, and Wang 2020). 
Multiferroic materials can be employed to design energy harvesters that efficiently 
convert these diverse energy sources into electrical power. For instance, multiferroic 
nanogenerators can harness mechanical vibrations and deformations to generate 
electricity. When exposed to mechanical strain, these materials generate voltage 
and current, offering the opportunity to harness and utilize the energy for powering 
low-energy electronic devices or storing it for future use. Additionally, multiferroic 
materials can be integrated into thermoelectric devices to efficiently convert waste 
heat into electricity, a process known as thermoelectric energy harvesting. 

The exclusive properties of multiferroic materials like, their simultaneous 
ferroelectric and ferromagnetic behavior, make them promising candidates for 
energy harvesting applications. Their versatility in converting mechanical, thermal, 
and electromagnetic energy into electrical power opens up exciting opportunities for 
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creating self-sustaining and environmentally friendly energy solutions (Chen et al. 
2019). As ongoing research in this field progresses, we can expect the emergence of 
groundbreaking energy harvesting devices based on multiferroic materials, potentially 
transforming the way we supply power to electronic systems.

2. CLASSIFICATION OF MULTIFERROIC MATERIALS

Materials exhibiting multiferroicity, marked by the simultaneous presence of multiple 
ferroic orders, can be categorized into different groups according to their distinct 
properties and behaviors. Figure 1 shows the representation of multiferroic material.

Here are some common classifications of multiferroic materials is depicted in 
Figure 2.

Figure 1. Representation of multiferroic material
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Main classification include type-I and type II multiferroics. Type-I multiferroics 
exhibit both ferroelectric and ferromagnetic orders within the same phase, where 
the two orders are intimately coupled. They often possess strong magneto-electric 
coupling suitable for various memory devices. Type-II multiferroics are materials 
where ferroelectricity and ferromagnetism coexist in different phases or structural 
domains. These materials might not exhibit strong direct coupling between the 
ferroelectric and ferromagnetic properties. They are often characterized by complex 
structures and phase transitions (Chorsi et al. 2019). Further they are classified as,

i. 	 Inorganic Multiferroics: Inorganic multiferroics are typically composed of 
transition metal oxides, perovskite structures, and other crystalline compounds. 
Examples include bismuth ferrite (BiFeO3), which exhibits robust ferroelectricity 
and antiferromagnetism.

ii. 	 Organic Multiferroics: Organic multiferroics consist of organic compounds and 
molecules. They are relatively less common than their inorganic counterparts 
but offer the advantage of being more lightweight and flexible. However, their 
ferroic properties are often weaker.

Figure 2. Classification of multiferroic materials
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iii. 	 Composite Multiferroics: Composite multiferroics are materials created by 
combining multiple components, such as ferroelectric and ferromagnetic 
materials, to induce multiferroic behavior. These composites often exhibit 
enhanced properties and can be tailored for specific applications (Fan 2021).

iv. 	 Thin Film Multiferroics: Thin film multiferroics are multiferroic materials 
deposited as thin layers on substrates (Xu et al. 2018). They are essential in 
microelectronic applications, such as sensors and memory devices, where thin 
film technology is prevalent.

v. 	 Single-Phase Multiferroics: Single-phase multiferroics are materials where 
both ferroelectricity and ferromagnetism coexist within the same crystal 
structure. These materials are particularly desirable for straightforward device 
integration and strong coupling between properties (Sezer and Koç 2021).

vi. 	 Biocompatible Multiferroics: Biocompatible multiferroics are a subset of 
multiferroic materials suitable for use in biomedical applications. These 
materials are non-toxic and can be integrated into medical devices, offering 
opportunities for advanced diagnostics and therapies (Shirvanimoghaddam, 
Johnson, and Lance 2016).

The classification of multiferroic materials is important for understanding their 
unique properties and tailoring them for specific applications (Mangaiyarkkarasi and 
Shanthalakshmi Revathy 2023). Researchers continue to explore and develop new 
multiferroic materials and composites, expanding the possibilities for their use in 
various technologies, from memory devices to energy harvesting systems and beyond.

3. MECHANISMS OF MULTIFERROICITY

The mechanism of multiferroicity is a fascinating and complex phenomenon 
that involves the simultaneous coexistence and coupling of ferroelectricity and 
ferromagnetism in a material. Understanding the underlying mechanisms is crucial 
for the development of advanced electronic devices and technologies. There are 
several key mechanisms that contribute to multiferroicity.

Spin-Orbit Coupling: One of the fundamental mechanisms behind multiferroicity 
is the spin-orbit coupling. In materials with strong spin-orbit interactions, 
the electron spins are strongly coupled to the orbital motion of electrons. 
This coupling can lead to the induction of ferroelectric polarization, creating 
ferroelectricity in the material. Additionally, due to the correlated nature of 
electron spins, ferromagnetism can coexist with ferroelectricity in the same 
material (Dong, Xiang, and Dagotto 2019).
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Charge Ordering and Jahn-Teller Effect: In some multiferroic materials, charge 
ordering occurs, leading to the formation of polar structures. The Jahn-Teller 
effect, which causes distortions in the crystal lattice due to interactions between 
electrons and phonons, can also contribute to ferroelectricity. These structural 
distortions can coexist with ferromagnetic order, resulting in multiferroic 
behaviour.

Magnetic Exchange Interactions: Multiferroicity can also be driven by magnetic 
exchange interactions. In some materials, specific magnetic interactions 
between ions can lead to a breaking of spatial inversion symmetry, resulting 
in ferroelectric polarization (Muthukrishnan, Mohammed Yusuf Ansari, and 
Abdul Kader 2023). When these magnetic exchange interactions are strong, it 
can lead to ferroelectricity and ferromagnetism coexisting in the same material.

Multiferroic Domain Formation: Multiferroic materials often exhibit domain structures 
where regions with different ferroelectric and magnetic orientations coexist. 
These domains can be manipulated and controlled through external fields, such 
as electric or magnetic fields. The coupling between these domains allows for the 
efficient switching between ferroelectric and magnetic states, making multiferroic 
materials valuable for memory and sensor applications (Geng et al. 2014). Figure 
3 explains the different types of domain wall formation in multiferroic materials. 
In this figure arrows denote the orientation of polarization or magnetization 
vectors. (a) Ising-type wall (b) Bloch-type wall(c) Néel-type wall (d) Neutral 
180° wall. (e) Head-to-head wall, (f) Tail-to-tail wall.

Figure 3. Multiferroic domain formation
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Pressure and Temperature Effects: Multiferroic behavior can be induced or enhanced 
by external factors like pressure and temperature. Changing these conditions 
can modify the crystal structure and electronic interactions in the material, 
thereby influencing its multiferroic properties.

The mechanisms of multiferroicity is a subject of ongoing research, as scientists 
aim to discover and engineer new multiferroic materials with improved properties 
and potential applications. Multiferroic materials have the potential to revolutionize 
electronics, memory devices, and sensors, offering new opportunities for energy-
efficient technologies and information storage and processing (Krishan, Kaur, and 
Mehta 2023).

Different structural and electronic configurations that multiferroic materials can 
exhibit are referred as multiferroic phases and are useful to know the properties and 
applications. Multiferroic materials are known for their coexistence of ferroelectric 
and ferromagnetic order, and the specific arrangement of atoms and electronic 
states within these materials can lead to various multiferroic phases. Here are some 
common multiferroic phases which are shown in Figure 4.

Figure 4. Multiferroic phases
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Primary Multiferroic Phase: In this phase, both ferroelectric and ferromagnetic 
domains can form and coexist, making it a critical starting point for studying 
multiferroic behavior. 

Composite Multiferroic Phase: Composite multiferroic phases involve the 
incorporation of different materials, often one with ferroelectric properties 
and another with ferromagnetic properties. By combining these materials, 
a multiferroic response can be engineered. These phases can offer enhanced 
properties (Remya et al. 2020).

Spin Cycloidal Multiferroic Phase: This phase involves a helical or cycloidal 
arrangement of magnetic moments, which gives rise to ferroelectricity. Materials 
with this phase can exhibit unique magnetic and electric properties (Ravi 2020).

Orthorhombic Multiferroic Phase: Some multiferroic materials exhibit an 
orthorhombic crystal structure, where the lattice is distorted, leading to 
ferroelectricity. This structural distortion is often induced by magnetic 
interactions and can result in strong magneto-electric coupling.

Domain Multiferroic Phase: Multiferroic materials often display domain structures 
where regions with different orientations of ferroelectric and magnetic 
polarization coexist. These domains can be manipulated and controlled using 
external electric or magnetic fields, enabling the design of various multiferroic 
devices, such as memory and logic elements (Panneer Muthuselvam and 
Bhowmik 2010).

Stress-Induced Multiferroic Phase: Some materials can exhibit multiferroicity under 
specific conditions, such as applied stress or pressure. This stress-induced 
multiferroic phase arises due to changes in the crystal lattice structure and 
electronic behavior under mechanical strain.

4. MAGNETIC AND FERROELECTRIC COUPLING

The coupling of magnetic and ferroelectric properties denotes the interplay and 
correlation between the magnetic and ferroelectric characteristics within a material. 
In multiferroic materials, these properties coexist, and understanding their coupling is 
crucial for various technological applications (Aguiar et al. 2015). Certain multiferroic 
materials demonstrate an immediate coupling between magnetic and ferroelectric 
orders which signifies that alterations in one property directly impact the other. This 
strong coupling is highly desirable for efficient multiferroic device applications. In 
other cases, there may be no direct correlation between ferroelectric and magnetic 
properties. However, they can still be influenced by common underlying factors, like 
structural distortions or spin-orbit coupling. Mechanisms of Coupling are important 
to analyse the multiferroic material for a specific application. In materials with 
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strong spin-orbit coupling, the electron spins are coupled to the orbital motion of 
electrons. This can lead to the induction of both ferroelectricity and ferromagnetism 
and contributes to their coupling (Krishan, Kaur, Singh, et al. 2023).

Magnetic exchange interactions between ions in a crystal lattice can induce 
ferroelectric polarization. The relative alignment of magnetic moments affects the 
distribution of charge within the material, which, in turn, influences the ferroelectric 
properties (MuthuKrishnan, Mohammed Yusuf Ansari, and Abdul Kader 2023). In 
some magnetic interactions, often in materials with non-collinear spin arrangements, 
can induce ferroelectricity. This magnetic frustration leads to complex magnetic 
structures, which can have a profound impact on the ferroelectric behavior. In 
some cases, coupling arises due to structural distortions in the crystal lattice. These 
distortions can influence both the electric and magnetic properties of the material. 
The ability to manipulate ferroelectric and magnetic domains through an external 
field enables data storage and retrieval. Multiferroic memories are shown in Figure 5.

The interconnection of magnetic and ferroelectric properties can be utilized for 
sensor applications. For example, the multiferroic materials can be used to detect 
both magnetic and electric fields simultaneously. Understanding the coupling 
between ferroelectricity and ferromagnetism is crucial for the progress of efficient 
energy harvesters, which convert mechanical energy, thermal gradients, or other 
energy sources into electrical power. Magnetic and ferroelectric coupling is also of 

Figure 5. Multiferroic memories
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interest in spintronics, where spin and charge are coupled to enable novel electronic 
devices with lower power consumption (Jing et al. 2023). 

4.1 Principles of Energy Harvesting With Multiferroic Materials

Multiferroic materials exhibit a strong coupling between their ferroelectric and 
ferromagnetic properties. This unique coupling allows them to respond to a broad 
spectrum of external stimuli, including mechanical vibrations, temperature gradients, 
and electromagnetic fields. Energy harvesting with multiferroic materials is based on 
the following principles: Piezoelectric and magnetoelectric effects are two important 
phenomena related to the coupling of mechanical, electrical, and magnetic properties 
in certain materials.

Piezoelectric Effect

The piezoelectric effect is the capability of specific materials to produce an electric 
charge when exposed to mechanical deformation or stress. Conversely, these materials 
can also produce mechanical vibration when subjected to an external electric field 
(Chan et al. 2019). This bidirectional relationship between mechanical and electrical 
properties is the basis of the piezoelectric effect which is depicted in figure 6.

Typical piezoelectric materials encompass quartz, lead zirconate titanate (PZT), 
and diverse piezoelectric polymers. These materials find frequent applications in 
sensors, actuators, and ultrasound devices, owing to their capacity to transform 

Figure 6. Piezoelectric effect
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mechanical energy into electrical signals. Piezoelectric materials are mostly used in 
sensors for pressure, acceleration, and force measurements and actuators employed 
in devices that require precise and rapid mechanical motion, such as inkjet printers 
and autofocus cameras. Piezoelectric materials are used in energy harvesting systems 
to capture and convert mechanical energy into electrical energy.

Magnetoelectric Effect

The magnetoelectric effect is the occurrence in which an external magnetic field 
triggers an electric polarization in a material, and reciprocally, an external electric 
field has the ability to induce a magnetic polarization. The coupling between magnetic 
and electric properties is uncommon and is observed in particular multiferroic 
materials. Multiferroic materials are essential for the magnetoelectric effect, as they 
exhibit both ferroelectric and ferromagnetic properties. Bismuth ferrite (BiFeO3) 
is a renowned multiferroic material that demonstrates the magnetoelectric effect. 
Magnetoelectric materials can be used in sensors for detecting weak magnetic fields 
with high sensitivity. Figure 7 explains magneto electric sensors

5. CHARACTERIZATION TECHNIQUES 
FOR MULTIFERROIC MATERIALS

Characterizing multiferroic materials involves a range of techniques to assess 
their magnetic, ferroelectric, and structural properties. Here are some common 

Figure 7. Magneto electric sensors
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characterization methods used for multiferroic materials are structural, ferroelectric, 
magnetic, magnetic-ferroelectric coupling and electric-magnetic Coupling.

Structural Characterizations

X-ray Diffraction (XRD): XRD is used to analyze the crystal structure, phase 
transitions, and lattice parameters of multiferroic materials. 

Transmission Electron Microscopy (TEM): TEM produces high-resolution imaging 
to study the microstructure, defects, and domain structures within multiferroic 
materials.

Scanning Electron Microscopy (SEM): SEM used to analyse the surface 
morphology and microstructure of multiferroic samples. 

Atomic Force Microscopy (AFM): AFM can be used to visualize surface topography 
and domain structures with high resolution.

Ferroelectric Characterizations

Polarization vs. Electric Field (P-E) Loops: This method measures the ferroelectric 
polarization with respect to the applied electric field. It provides information about 
the ferroelectric hysteresis and coercive field. Figure 8 explains PE loop of ABO3 
type multiferroic.

Dielectric Spectroscopy: Dielectric spectroscopy is used to investigate the dielectric 
properties of ferroelectric materials with respect to frequency and temperature. It 
helps in understanding polarization dynamics.

Pyroelectric Measurements: Pyroelectric measurements involve detecting 
changes in polarization with temperature variations, which can reveal the presence 
of ferroelectric domains and phase transitions (Cuadras, Gasulla, and Ferrari 2010).

Magnetic Characterizations

Magnetization vs. Magnetic Field (M-H) Loops: These loops provide information 
about the magnetic properties of multiferroic materials, viz., magnetic hysteresis, 
magnetic susceptibility, and saturation magnetization. 

Magnetic Resonance Techniques: Methods like electron paramagnetic resonance 
(EPR) and nuclear magnetic resonance (NMR) can be engaged to probe the magnetic 
behavior, including spin states and magnetic ordering.

Magnetic Force Microscopy (MFM): MFM is a scanning probe microscopy 
procedure that allows the imaging of magnetic domains and domain walls in 
multiferroic materials.
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Magnetic-Ferroelectric Coupling

Magneto-optical Kerr Effect (MOKE): MOKE is used to study the coupling 
between magnetic and ferroelectric properties by analyzing changes in light 
polarization due to magnetization variations. Figure 9 shows magneto optical kerr 
effect (Lacerda and de Lazaro 2020).

Piezoresponse Force Microscopy (PFM): PFM helps in the characterization of 
ferroelectric domains and their response to external electric fields, which can be 
related to the magnetic behaviour (Sahu, Mondal, and Dewangan 2019).

Electric-Magnetic Coupling

Magneto capacitance Measurements: These measurements study the changes in 
the dielectric properties of a system with applied magnetic field, providing insight 
into the electric-magnetic coupling. 

Electromagnetic Resonance Techniques: These techniques investigate the inter-
actions between electric and magnetic fields, such as magnon-photon coupling and 
magnetoelectric resonances.

Figure 8. P-E loop of ABO3 type multiferroic
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Characterizing multiferroic materials often requires a combination of these 
techniques to fully understand their properties and behavior, as these materials are 
complex and exhibit a range of interconnected properties (Rani, Kolte, and Gopalan 
2019).

6. APPLICATIONS OF MULTIFERROIC MATERIALS

Multiferroic materials have unique properties that make them suitable for certain 
applications, particularly in the fields of electronics, sensors, and also in energy 
conversion. Here is a list of applications for multiferroic materials.

Memory Devices: Multiferroic materials are used in non-volatile memory devices 
where the coupling among ferroelectric and ferromagnetic properties allows 
for the manipulation and storage of data.

Magnetic Sensors: The strong coupling among magnetic and ferroelectric 
characteristics enables the development of highly sensitive sensors for detecting 
weak magnetic fields, which find applications in areas like geophysics and 
medical imaging (Sriramdas et al. 2020).

Figure 9. Magneto optical Kerr effect
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Spintronic Devices: Multiferroic materials are being explored for spintronic devices, 
which rely on the spin of electrons for information processing. This can lead 
to lower power consumption and faster electronic devices.

Energy Harvesting: Multiferroic materials play a crucial role in energy harvesting 
systems, where they transform mechanical vibrations, thermal gradients, 
and various energy sources into electrical power. This utilization provides 
sustainable and effective solutions for energy needs (Kishore and Priya 2018).

Tunable Microwave Components: The electric-field control of magnetic characters 
in multiferroics can be harnessed to create tunable microwave components like 
filters, phase shifters, and antennas, leading to versatile communication devices.

Piezoelectric Actuators: Multiferroic materials can be used to design high-
performance actuators for precise and rapid mechanical motion (Zeng et al. 
2018). These are applied in various devices, including inkjet printers and 
autofocus cameras.

Magnetoelectric Sensors: The magnetoelectric coupling in multiferroic materials 
allows for the development of sensors that can simultaneously detect both 
electric and magnetic fields, making them useful in a widespread applications 
(Narita and Fox 2018).

Medical Devices: Multiferroic materials are employed in medical devices, such as 
ultrasound transducers and magnetic resonance imaging (MRI) sensors, to 
improve sensitivity and imaging quality (Parvez Mahmud et al. 2018).

Voltage-Controlled Magnetic Devices: By utilizing the voltage-induced changes 
in magnetic properties, multiferroic materials can enable voltage-controlled 
magnetic switches and sensors.

Optical Devices. The manipulation of magnetic properties through electric-field 
variation in multiferroics holds the potential to advance the creation of optical 
devices for data transmission and telecommunications.

Biomedical Devices: Researchers are investigating the use of biocompatible 
multiferroic materials in controlled drug delivery systems and implantable 
devices.

Environmental Sensors: Multiferroic materials can be utilized in environmental 
monitoring devices like sensors for detecting pollutants, magnetic fields, and 
seismic activity.

Quantum Computing: The strong coupling between electric and magnetic properties 
in multiferroics holds promise for their use in quantum computing, a field with 
enormous potential for solving complex problems.

Smart Materials: Multiferroic materials are employed as smart materials that can 
modify their properties with respect to external stimuli. They are used in 
applications like adaptive optics and vibration control systems.
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The versatility of multiferroic materials makes them a subject of ongoing research, 
with potential applications across a wide range of technologies, from information 
storage and processing to sensors and energy-efficient devices. Energy harvesting 
with multiferroic materials is an innovative and promising field that focuses on 
converting various ambient energy sources into electrical power (Annapureddy et 
al. 2018). 

7. MULTIFERROIC ENERGY HARVESTING

Multiferroic energy harvesting offer advantages over traditional piezoelectric or 
electromagnetic harvesters by providing improved energy conversion efficiency. 
Ongoing research aims to optimize the design and performance of multiferroic 
energy harvesters for various applications, including wearable electronics and remote 
sensor networks which are discussed below.

Wireless Sensor Networks: Multiferroic energy harvesting is particularly useful 
in powering wireless sensor networks (WSNs). These networks are used 
for environmental monitoring, structural health monitoring, and many 
other applications. Energy harvesters utilizing multiferroic materials offer 
a sustainable power source for sensors, eliminating the necessity for battery 
replacement and lowering maintenance costs.

Vibrational Energy Harvesters: Multiferroic materials can efficiently convert 
mechanical vibrations from sources such as machinery, vehicles, or foot 
traffic into electrical energy. These energy harvesters can be integrated into 
infrastructure or wearable devices to capture mechanical vibrations and extend 
the operational life of electronic components (Liu et al. 2022).

Thermal Energy Harvesting: Multiferroic materials with strong thermoelectric 
properties can be used to capture waste heat from industrial processes, exhaust 
systems, or electronic devices. This harvested energy can be used to power 
low-energy sensors or supplement other power sources in various applications.

Environmental Sensors: Energy harvesting with multiferroic materials is beneficial 
for environmental monitoring sensors. These sensors can be deployed in remote 
or hard-to-reach locations to gather data on environmental conditions, viz., 
temperature, humidity and quality of air.

Medical Implants: Multiferroic energy harvesters have the potential to power 
medical implants, such as pacemakers or drug delivery devices. By utilizing 
energy from mechanical motions or temperature gradients within the human 
body, these implants can operate without the need for frequent surgeries to 
replace batteries.
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Wearable Technology: Wearable devices, like smartwatches and fitness trackers, 
can benefit from multiferroic energy harvesters. These devices can capture 
energy from user movements and environmental vibrations, extending battery 
life and reducing the need for recharging.

IoT Devices: Multiferroic energy harvesting contributes to the development of 
energy-efficient Internet of Things (IoT) devices. These devices can operate 
independently in remote or harsh environments, collecting and transmitting 
data without relying on conventional power sources (Amrillah et al. 2021).

Energy-Efficient Electronics: Multiferroic materials can be integrated into various 
electronic devices to enhance their energy efficiency. For example, they can 
be used in combination with low-power microcontrollers and sensors to create 
self-powered systems.

Although the potential of multiferroic energy harvesting is promising, there remain 
challenges to address. These include optimizing material properties, enhancing 
energy conversion efficiency, and scaling up production. Ongoing research in this 
field aims to make strides in developing more practical and efficient multiferroic 
energy harvesters for diverse applications. This progress contributes to the realization 
of a more sustainable and energy-efficient future.

7.1 Significant Energy Harvesting Methods

This section elucidates significant energy harvesting methods utilizing multiferroic 
systems.

Piezoelectric and Piezomagnetic Energy Harvesting

The Piezoelectric and Piezomagnetic energy Harvester has garnered significant 
attention due to its capability to transform magnetic energy into electrical power. 
Nevertheless, it faces challenges in sustaining electrical energy for nanosystems and 
mitigating the intrinsic fragility of piezoelectric and piezomagnetic materials. As 
a solution, Tao Fan (Fan 2021) introduces a novel concept: an energy harvesting 
system has been devised, consisting of a nanoporous beam that combines piezoelectric 
and piezomagnetic properties, integrated with a storage circuit for optimal energy 
efficiency. The design envisions a nanoporous beam structured as a sandwich 
composite, incorporating a core made of both piezoelectric and piezomagnetic 
materials, along with outer interface layers (Queraltó et al. 2020).
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Biomechanical Energy Harvesting

Biomechanical means of energy harvesting from multiferroic materials represents 
a cutting-edge approach in the field of renewable energy technology. Multiferroic 
materials possess a unique combination of both ferroelectric and ferromagnetic 
properties, making them exceptionally attractive for producing energy from various 
mechanical systems, like human motion and vibrations in the environment (Wu et 
al. 2021).

The principle behind this innovative technology lies in the capability of 
multiferroic systems to change mechanical strain and motion into electrical energy. 
When subjected to stress or movement, these materials generate voltage, which can 
be efficiently harvested and stored for various applications. This presents a likely 
solution for powering wearable devices, sensors, and even medical implants through 
the natural movements of the human body.

The energy harvesting module with multiferroic properties comprises a permanent 
magnet capable of movement, converting mechanical energy into magnetic energy. 
One of the key advantages of using multiferroic materials for biomechanical energy 
harvesting is their high energy conversion efficiency, durability, and adaptability 
to different environmental conditions. Researchers are continually exploring the 
potential of these materials in creating self-powered systems that reduce the reliance 
on traditional batteries and contribute to sustainable energy solutions.

As technology advances, the integration of multiferroic materials in wearable 
devices and environmental sensors is expected to become more prevalent, offering 
a greener and more sustainable way to meet our growing energy demands while 
reducing the environmental impact of traditional power sources.

Thermal Energy Harvesting

Thermal energy harvesting from multiferroic materials is a promising frontier in 
renewable energy technology. Multiferroic materials, renowned for their unique 
combination of ferroelectric and ferromagnetic properties, demonstrate exceptional 
potential for efficiently converting temperature variations into electrical energy. 
This occurrence, known as the pyroelectric effect, allows multiferroic materials to 
generate voltage when exposed to temperature fluctuations. Ba0.85Ca0.15Ti0.9- 
xSnxZr0.10O3 has been reported as an excellent moltiferroic material for thermal 
energy harvestimg. The applications for thermal energy harvesting from multiferroic 
materials are diverse. They can be integrated into sensors, environmental monitoring 
systems, and self-powered devices, capitalizing on the naturally occurring temperature 
differences in their surroundings. This innovative approach can reduce the reliance 
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on traditional power sources and minimize environmental impact (Khobragade and 
Patel 2020).

One significant advantage of multiferroic materials in thermal energy harvesting is 
their ability to work in a wide range of temperature conditions, making them suitable 
for various environments. As technology continues to advance, the utilization of these 
materials in renewable energy solutions has the potential to improve sustainability, 
energy efficiency, and reduce our dependence on fossil fuels. 

Energy harvesting with multiferroic materials presents a range of exciting 
opportunities for sustainable power generation. However, it also comes with its 
share of challenges. Here, we’ll explore both the opportunities and the obstacles in 
this emerging field:

7.2 Opportunities and Obstacles in Energy Harvesting

i. 	 Sustainability: Energy harvesting with multiferroic materials provides a 
sustainable and environmentally friendly means of generating electricity. It 
reduces our reliance on non-renewable energy sources and minimizes the 
environmental impact associated with battery disposal.

ii. 	 Battery Replacement: Multiferroic energy harvesters can replace or supplement 
batteries in various applications, such as wireless sensor networks and wearable 
technology. This eliminates the need for frequent battery replacements, reducing 
maintenance costs and downtime.

iii. 	 Remote and Harsh Environments: These energy harvesters offer the ability 
to power sensors and devices in remote or harsh environments where replacing 
batteries or using traditional power sources is challenging. Examples include 
remote environmental monitoring and offshore sensor networks (Oliveira et 
al. 2021).

iv. 	 Self-Powered Devices: Multiferroic energy harvesters enable the development 
of self-powered devices that can operate autonomously, reducing the need for 
frequent human intervention or maintenance.

v. 	 Enhanced Efficiency: Multiferroic materials, which combine ferroelectric 
and ferromagnetic properties, can achieve elevated conversion efficiencies. 
This characteristic renders them well-suited for applications where energy 
efficiency is of paramount importance.

vi. 	 Miniaturization: Multiferroic energy harvesters can be miniaturized, allowing 
their integration into small and compact electronic devices, including IoT 
sensors and wearable technology.

vii. 	 Medical Implants: These energy harvesters can be used to power medical 
implants, enhancing patient safety by eliminating the need for battery 
replacement surgeries (Zaeimbashi et al. 2019).
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7.3 Challenges in Energy Harvesting

i. 	 Energy Conversion Efficiency: Achieving high energy conversion efficiency 
with multiferroic materials remains a challenge. Researchers are working to 
optimize material properties and device designs to maximize power output.

ii. 	 Material Selection: Identifying and developing suitable multiferroic materials 
that exhibit strong coupling between ferroelectricity and ferromagnetism is 
critical. Some of these materials can be rare or difficult to produce in large 
quantities.

iii. 	 Cost: The cost of manufacturing multiferroic materials can be higher than 
traditional materials, posing an economic challenge, particularly for widespread 
adoption.

iv. 	 Environmental Variability: Energy harvesting efficiency can vary significantly 
with environmental conditions. Variations in temperature, humidity, and 
mechanical vibrations can impact the performance of multiferroic energy 
harvesters (Oliveira et al. 2023).

v. 	 Scalability: Scaling up the production of multiferroic materials and energy 
harvesting devices to meet commercial demand is a complex task that requires 
addressing various manufacturing and quality control issues.

vi. 	 Integration Challenges: Integrating multiferroic energy harvesters into existing 
systems or devices can be challenging due to differences in form factor and power 
characteristics. This requires innovative designs and engineering solutions.

vii. 	 Longevity and Durability: The lengthy stability and durability of multiferroic 
materials and devices under several conditions need to be thoroughly assessed 
to ensure their reliability.

viii. 	Standardization: Developing industry standards and guidelines for the 
characterization, testing, and use of multiferroic energy harvesters is essential 
to promote consistency and compatibility across applications.

8. CASE STUDIES: MULTIFERROIC MARVELS IN ACTION

Multiferroic materials have been gaining attention for their unique properties and 
their potential in various technological applications. Here are a few case studies 
highlighting the use of multiferroic materials in real-world applications:

i. 	 Multiferroics in Energy Harvesting: Researchers at a leading university 
developed a novel energy harvesting device using a multiferroic composite 
material. This device captured both mechanical vibrations and temperature 
gradients, converting them into electrical power. They installed this technology in 
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a remote environmental monitoring system in a forest. The device autonomously 
powered sensors that collected data on temperature, humidity, and air quality. 
It eliminated the need for frequent battery replacements and significantly 
reduced maintenance costs.

ii. 	 Multiferroics in Medical Implants: A medical technology company 
successfully incorporated multiferroic materials into the design of a new type 
of cardiac pacemaker. These multiferroic-based pacemakers capture energy 
from mechanical movements within the human body and use it to recharge 
the battery. As a result, patients experience fewer battery replacements, which 
can be invasive and costly. The pacemakers have demonstrated reliability and 
extended battery life.

iii. 	 Wearable Multiferroic Sensors: A start-up company focused on wearable 
technology developed a fitness tracker powered by multiferroic materials. The 
device used the piezoelectric effect of multiferroic materials to convert the user’s 
movements into electrical energy. As a result, the fitness tracker’s battery life 
was significantly extended, reducing the need for frequent recharging (Krishna 
Rao, Kumar Rajagopal, and Chandrasekaran 2023). Users appreciated the 
convenience and sustainability of the device, which quickly gained popularity 
in the market.

iv. 	 Self-Powered Environmental Sensors: A multinational corporation invested 
in the development of self-powered environmental sensors for their industrial 
facilities. They integrated multiferroic energy harvesters into the sensor design. 
These sensors were deployed in various locations to monitor temperature, 
pressure, and humidity. The self-powered sensors eliminated the need for 
cumbersome and expensive wiring, and they provided reliable data collection 
even in remote areas.

v. 	 Multiferroics in Wireless Sensor Networks: A government agency aimed 
to improve their environmental monitoring capabilities in remote regions. 
They implemented a wireless sensor network powered by multiferroic energy 
harvesters. These sensors continuously collected data on soil moisture and 
weather conditions, helping in disaster prediction and agricultural planning. 
The use of multiferroic materials allowed for long-term, autonomous operation 
of the sensor network without frequent battery replacements.

These case studies demonstrate the practical applications of multiferroic materials 
in diverse fields, including environmental monitoring, healthcare, and wearable 
technology. Multiferroic-based devices are not only extending battery life but 
also contributing to sustainability and efficiency by reducing the environmental 
impact associated with traditional power sources. The continued development and 
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integration of multiferroic materials in various technologies hold the promise of a 
more sustainable and self-powered future.

9. FUTURE DIRECTIONS IN MULTIFERROIC RESEARCH

Multiferroic systems have captured the imagination of researchers and engineers 
due to their latent for various technological advancements (Rahmati et al. 2023). 
As researchers continue to unravel the unique properties of multiferroics, several 
exciting future directions in multiferroic research are emerging:

i. 	 Tailoring Multiferroic Materials: The search for new multiferroic materials 
with enhanced properties and operational temperatures remains a key focus. 
Researchers are exploring ways to engineer and tailor multiferroics to meet 
specific application requirements. This includes modifying crystal structures, 
doping, and thin-film deposition to enhance multiferroic performance.

ii. 	 Energy Harvesting and Conversion: Multiferroic materials hold great promise 
for energy harvesting, converting ambient sources of mechanical, thermal, 
and electromagnetic energy into electrical power. Future research will likely 
concentrate on optimizing the efficiency and scalability of multiferroic energy 
harvesters for various applications, from IoT devices to medical implants.

iii. 	 Advanced Memory and Computing Devices: Multiferroic memory devices, 
which offer the potential for non-volatile, energy-efficient, and high-density data 
storage, are an area of active research. Exploring the scalability and reliability 
of multiferroic memory for next-generation computing is a significant direction.

iv. 	 Magnetoelectric Coupling: Understanding and enhancing the magnetoelectric 
coupling in multiferroic materials is a key research area. This coupling holds 
promise for novel electronic and spintronic devices, where control over both 
electric and magnetic properties is essential.

v. 	 Biocompatible Multiferroics: The development of biocompatible multiferroic 
materials for medical applications, such as controlled drug delivery and 
neuromorphic devices, is an emerging direction. Researchers are focusing on 
materials that are safe for implantation in the human body and can interface 
with biological systems (Garcia-Gonzalez and Landis 2020).

vi. 	 Environmental and Structural Sensors: The use of multiferroic materials in 
sensors for environmental monitoring, structural health, and security applications 
is expected to grow. These sensors can operate in harsh conditions and contribute 
to data collection for climate studies, infrastructure maintenance, and defense.

vii. 	 Quantum Technologies: Multiferroic materials could contribute to the 
advancement of quantum technologies, including applications in quantum 
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computing and quantum communication. Researchers are investigating the 
potential of multiferroics to enable the manipulation of qubits and quantum 
states.

viii. 	Standardization and Commercialization: As multiferroic technologies mature, 
the establishment of standards and guidelines for characterization, testing, 
and application will become increasingly important. This will facilitate the 
commercialization of multiferroic products and their integration into existing 
technology ecosystems.

ix. 	 Collaboration and Interdisciplinary Research: The future of multiferroic 
research will involve greater collaboration between materials scientists, 
physicists, electrical engineers, and other experts. Interdisciplinary approaches 
will be crucial to address the complex challenges and opportunities presented 
by multiferroic materials.

x. 	 Global Energy Solutions: The potential incorporation of multiferroic energy 
harvesters could play a crucial role in the shift toward cleaner and more 
sustainable energy sources. Future research may focus on integrating multiferroic 
technologies into global energy solutions, including grid systems, remote power 
generation, and smart cities.

The unique properties and potential applications of multiferroic materials offer 
exciting opportunities for advancements in technology, energy harvesting, and 
beyond. With continued research and development, multiferroics are expected to 
become an integral part of future technologies.

10. CONCLUSION

Multiferroics have introduced novel opportunities in the field of energy harvesting, 
providing creative solutions to address key challenges in sustainable power generation. 
These remarkable materials, with their coexistence of ferroelectric and ferromagnetic 
properties, have demonstrated great promise across various applications. Multiferroic 
materials have enabled the development of self-sustaining systems in remote and 
harsh environments, eliminating the need for frequent battery replacements and 
reducing maintenance costs. They have found their way into wearable technology, 
powering devices by harnessing human motion, furthering the evolution of portable 
electronics. In healthcare, they are enhancing the reliability of medical implants, 
contributing to patient well-being. Moreover, the incorporation of multiferroics in 
environmental and structural sensors is revolutionizing the way we monitor our 
surroundings, ensuring safety and efficiency.
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As we look ahead, the future of multiferroic research holds exciting prospects, 
from further optimizing material properties to exploring emerging applications 
in quantum technologies and beyond. The marriage of science, engineering, and 
innovation in the realm of multiferroics is not only reshaping our technological 
landscape but also taking us one step closer to a sustainable and self-powered future. 
In this transformative journey, multiferroic marvels continue to pave the way for 
more efficient, eco-friendly, and autonomous energy solutions, leaving an indelible 
mark on the path to a greener, smarter world.
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Abstract

Optical computers, leveraging the advantages of light characteristics, hold the

potential to outperform electronic computers significantly. The role of all‐
optical logic gates is pivotal in realizing such high‐performance computing

systems. This research introduces a streamlined design for an all‐optical NOR
logic gate utilizing a semiconductor optical amplifier. The proposed gate

operates at a remarkable data rate of 40 Gbps, achieving an excellent

extinction ratio of 20.285 dB. Notably, the design exhibits very low dispersion

(−0.029 × 10+006 ps/nm) and an impressively low bit error rate of 4.27 × 10−26.
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1 | INTRODUCTION

Optics is rapidly becoming the most promising prospective
answer in comparison to electronics because of its ability to
deliver parallel data processing at lower costs and at a
greater speed than electrical computers, which are nearly
100 000 times quicker than optical computers.1 High‐speed
all‐optical logic gates are generated using binary phase‐
shift keyed signals and on–off keyed signals.2 All‐optical
NOR logic gates are important components for all‐optical
communication and computing systems. They can be
used to implement a variety of logic functions, including
arithmetic operations, data processing, and signal routing.
Semiconductor optical amplifiers (SOAs) and related
devices such as SOA‐Mach–Zehnder interferometers
(SOA‐MZIs), quantum dot SOAs (QD‐SOAs), optically
dense reflective SOAs (OD‐RSOAs), and SOA‐delayed

interferometers (SOA‐DIs), highly nonlinear fiber, micro-
scale and nanoscale waveguides, and photonic crystal
structures have been widely used to implement all‐optical
NOR logic gates.3 One of the simplest designs for an all‐
optical NOR gate using SOAs is the parallel SOA‐MZI
structure. This design consists of two SOA‐MZIs connected
in parallel, with the two input signals applied to the two
SOA‐MZIs, respectively. The output signal from each
SOA‐MZI is then combined using a power combiner.4 In a
study, a single QD‐SOA‐based MZI was used to simulate a
fast all‐optical NOR gate. Data signals of the same
wavelength can be converted into logic gates with excellent
quality and logical correctness.5 An RSOA‐based optical
NOR gate architecture using soliton pulses, achieving
extinction ratio (ER ∼ 14 dB), contrast ratio (∼15 dB), and
Q value (∼90 dB) for future optical logic processors.6 The
NOR logic function is implemented by exploiting the
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cross‐gain modulation (XGM) effect in SOAs. When two
optical signals are input into an SOA, they interact with
each other and with the SOA, resulting in a change in the
gain and phase of both signals. The magnitude and phase
of this change depends on the power of the two input
signals.7 One design for a QD‐SOA‐based NOR gate uses a
single QD‐SOA and QD‐RSOA with two input ports and a
single output port. The two input ports are used to input
the two input signals, and the output port is used to output
the NOR logic function.8 The paper introduces and
experimentally validates an all‐optical NOR logic gate
operating at a speed of 1 Tbps. This is achieved through the
utilization of a turbo‐switch Mach–Zehnder interferometer
(TSMZI) in conjunction with the ultrafast SOA‐DI. The
quality factor (QF) using a serially DI after the QD‐SOAs‐
TSMZI is 21, surpassing values of 14.3 and 7.5 achieved
with QD‐SOAs‐TSMZI and QD‐SOAs‐MZI, respectively.9

In addition to SOA, photonic crystal also becoming an
important platform for all‐optical gate design in recent
years. Researchers proposed an all‐optical 3‐input NOR
gate using photonic crystals. Three resonant rings and the
Kerr effect regulate light‐output interaction in the gate.
Simulations have confirmed the device's operational
capability and NOR gate logical table compliance.10

Another study on universal logic gates in a single silicon
mirroring resonator using mode conversion has been
reported. The gates have a switching speed of 0.2 ps, an
ultrahigh QF, and require low power. Simulations have
shown that the gates function correctly and have a QF of
around 1500 for NOT and NAND gates, and 2400 for NOR
gates.11 A single microring resonator has been used by
researchers to make high‐speed, low‐power all‐optical
ternary logic switches. Using different light polarization
states, the gates show the three types of logic states.12

The use of linear optics in a novel design for an all‐optical
NOR gate has just been documented in the scientific
literature.13 Even people still seek to SOA for all‐optical
logic gate design despite the prevalence of other platforms
for constructing such gates. Recently, Bosu and
Bhattacharjee14 reported on the use of dibit‐based OR
and NOR gates built on a RSOA. Design and simulation of
all‐optical frequency encoded logic gates XOR and XNOR
also found in a recent report15 realized using QD‐SOAs.
Currently, this paper presents a simulation of an all‐optical
NOR gate design using SOA with improved ER. It is
possible to achieve BERs of 10−26 or lower using current
optical communication technologies. As the technology
continues to improve, it is likely that even lower BERs will
be possible.16–18

2 | DESIGN AND WORKING
PRINCIPLES OF OPTICAL NOR
LOGIC GATE

In the design of all‐optical NOR gate as shown in Figure 1,
two binary inputs are generated using pseudorandom
sequence generator. Then these two binary inputs are
converted into a pulse waveform using a Gaussian pulse
generator and both the corresponding input waveforms will
be given to the summer, which generates the addition of
binary data. Its looks like an OR logic gate operation. The
summer output is amplified using an erbium‐doped fiber
amplifier (EDFA) produces the lowest loss in the complete
optical fiber telecommunication wavelength bands, which is
also used for the compensation of loss during long‐distance
communication. The properties of EDFA includes core
radius r=2.2 μm, erbium‐doping radius= 2.2 μm, the

FIGURE 1 The schematic diagram of the proposed NOR gate design. CW, continuous wave; EDFA, erbium‐doped fiber amplifier;
TWSOA, traveling wave semiconductor optical amplifier.
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metastable lifetime is 10ms, numerical aperture is 0.24,
wavelength is 1550 nm. In EDFA backpropagation is avoided
and the forward and the backward pump power is 100 and
0mW, respectively. The noise threshold was −100 dB.

The properties of the traveling wave semiconductor
optical amplifier (TWSOA) were chosen for the better
performance of the NOR logic gate are injection current
I= 0.55 A, length 0.5 mm, width 3 μm, height 80 nm.

The optical confinement factor was 0.3, the differential
gain is 2.8e−021 m2, and the linewidth enhancement
factor is 5.

The user‐defined or a random sequence of two inputs
can be generated at a wavelength of 1549.3 and
1550.7 nm and input power 10 and 10mW, respectively
with a data rate of 40 Gbps. These two binary inputs are
converted into an optical pulses using an optical pulse
generator and that will be given to the optical adder,
which generates the addition of the two optical pulses. It
looks like an OR Logic gate operation. The optical adder
output is amplified by the EDFA and the amplified adder

FIGURE 2 (A) Input 1 sequences, (B) Input 2 sequences, (C) Output NOR logic and (D) NOR logic output power spectrum.

TABLE 1 Proposed NOR logic gate truth table.

User‐defined sequence NOR gate
logic
y A B= +̅

Output
power
(mW)

Output
power
(dBm)

Input 1
logic

Input 2
logic

1 1 0 2.28 3.579

0 0 1 243.45 23.864

1 1 0 2.28 3.579

1 0 0 2.28 3.579

0 1 0 2.28 3.579

0 0 1 243.45 23.864

1 1 0 2.28 3.579

1 1 0 2.28 3.579

TABLE 2 Calculated and measured parameters of the
designed NOR logic system.

Parameters Metrics

Extinction ratio 20.285 dB

Optical output power (logic 1) 23.864 dBm

Optical output power (logic 0) 3.579 dBm

Dispersion −0.029 × 10+006 ps/nm

Bit error rate 4.27 × 10−26

Data rate 40 Gbps
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output is given to one of the inputs of the 2 × 2 coupler,
the probe or reference signal can be generated at a
wavelength of 1548.3 nm and 5mW power using a
continuous wave (CW) laser which is always high. This
probe signal along with combined inputs is simulta-
neously fed into the TWSOA using an X coupler. The
coupler throughput is amplified using a TWSOA, which
act as a loss compensator during signal propagation. A
Gaussian optical bandpass filter is tuned to select only
the required wavelength of the amplified data with the
center wavelength which is the average wavelength of

both the inputs and the reference signal. Inside the
TWSOA, XGM of carrier‐induced changes takes place in
accordance with the changes in the two inputs (intensity
modulation). During XGM, the intensity‐modulated
input signal modulates the gain in SOA through the
gain saturation effect.

The CW from CW laser at the output wavelength is
modulated by the gain variation intensity‐modulated
input signals. At the output of SOA, the probe or
reference signal carries the same information as
intensity‐modulated input signals. The combined input
signals and the CW reference signal can be applied to the
TWSOA either codirectionally or counter‐directionally.
After TWSOA, the CW is given to the optical bandpass
filter. The optical bandpass filter centered at wavelength
1548.3 nm and bandwidth 10 GHz selects the desired
NOR gate operation. The SOA parameters are required to
be adjusted for optimum performance. No XGM will
generate at TWSOA only when both the inputs are low
(logic 0), the output of the adder will be low and the
output power of SOA will be corresponding to the
reference signal only, which will show a high‐level
output of logic “1” because the power of CW laser is
filtered and amplified to get the NOR gate output.

When anyone or both the data pumps are at logic 1,
XGM will be generated because the output of the adder will
be 1 and the output will correspond to the peak of the CW
laser. The output of the adder is high only when any one or
both the inputs are high so the output of the adder and CW
laser will together generate the XGM signal. The output of
SOA is filtered with the band pass filter of the center
frequency of the CW laser to remove the unwanted signal.

FIGURE 3 Optimization and selection of input power based on the output response of gate.

FIGURE 4 Optimization and selection of probe signal
wavelength based on its corresponding output response.
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So, a lower value of output power will be obtained when
gain saturation occurs. Then the output will be considered as
logic “0.” As in the NOR logic, we have a logic high when
both data inputs are zero.

3 | SIMULATION RESULTS AND
DISCUSSIONS

The input sequences 1 and 2 are taken as 10110011
and 10101011, respectively and the corresponding
NOR logic output is 01000100 verified successfully
using an all‐optical NOR gate using SOA as depicted
in Figure 2A–D.

The optical output power for the designed gate is
243.45 mW (23.864 dBm) for logic 1 and 2.28 mW
(3.579 dBm) for logic 0 as mentioned in Table 1. The
calculated and measured parameters of the designed
NOR logic system is depicted in Table 2.

4 | ANALYSIS OF THE DESIGNED
ALL ‐OPTICAL NOR GATE

The analysis of the designed NOR logic gate involved
systematic variations in different parameters, including
input power, wavelength, and the bandwidth of the
Gaussian bandpass filter. The output response of the
NOR gate for the wide range of the input power from
0 dBm to 10 dB was investigated and depicted in Figure 3.
Form the graph, it was evident that the output power was
high at an input power of 3, 7 and 10 dBm. But based on
the specific performance requirement, 10 dBm (10mW)
were chosen for the proposed NOR gate design. The
relationship between the wavelength from 1400 to
1600 nm and the corresponding optical power output of
the NOR gate was studied and the corresponding
responses were plotted in Figure 4. It was observed that
the NOR gate resonates only at the specific wavelength of
1548.3 nm and its performance was reduced nonlinearly
for the remaining wavelengths.

NOR gate performance can be detuned by the
bandwidth of the bandpass filter.19 The ER and QF are
notably influenced by the bandwidth of the optical
Gaussian bandpass filter. A narrower bandwidth
enhances both the ER and QF.20 In this study,
Figure 5 illustrates the change in output power for
different bandwidths of Gaussian band‐pass filters.
Interestingly, the output power of the peak transmis-
sion at a specific frequency fluctuates within a range of
28.565–28.522 dBm for various band‐pass filters. Stable
and high output power was consistently achieved with
bandwidths of 10, 20, 35, 45, and 50 GHz. Implement-
ing low‐bandwidth filters can help improve the signal‐
to‐noise ratio and reduce crosstalk.

The eye diagram displays the superposition of many
individual logic bits. The vertical axis represents the signal's
amplitude, while the horizontal axis represents time. The eye
opening refers to the region where the signal remains above

FIGURE 5 Relationship between Gaussian filter bandwidth and the output response of NOR gate.

FIGURE 6 Eye pattern for the proposed NOR logic gate
design.
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the threshold level for both logic 1 and logic 0. The eye
height is the difference between the maximum and
minimum signal levels within this eye opening. The
proposed gate exhibits an eye diagram, as depicted in
Figure 6. This eye diagram boasts a commendable eye
opening of 0.03 a.u. and minimal eye jitter of only 0.02
symbol periods. The signal's amplitude measures 0.1 a.u.,
with the zero crossing occurring at 0.05 a.u. Additionally,
there is a slight overshoot on logic 1, measuring 0.5 a.u.,
although this does not pose a significant concern.

All‐optical logic gates have been developed through the
collaborative efforts of numerous researchers, utilizing
various combinations of optical components such as SOAs,
SOA‐MZIs, SOA‐DIs, and more. The complexity of designing
logic gates increases with the number of components used.
The comparison of the present work with the existing
research work was reported in Table 3. However, this
research has yielded a simple and compact design for an all‐
optical NOR logic gate, employing just a single SOA. In the
context of optical integrated circuits, simplicity and com-
pactness are essential for achieving optimal performance.
The proposed NOR gate was crafted using only one SOA,
and the system underwent simulation using OptiSystem at a
high data rate of 40Gbps. The outcome was an impressive
improvement in the ER, reaching 20.285 dB. This result is
remarkable considering that existing reports typically feature
ERs of around 15 dB.

5 | CONCLUSION

The input sequences, denoted as 1 and 2 with values
10110011 and 10101011, respectively, undergo successful
verification using an all‐optical NOR gate employing a
SOA at a high data rate of 40 Gbps. The optical output
power for the designed gate is measured at 23.864 dBm

for logic 1 and 3.579 dBm for logic 0. The spectrum
analysis reveals that the maximum logic output is
achieved at a wavelength of 1548.3 nm, while at all other
wavelengths, the output is zero, indicating the absence of
a signal. The calculated improved ER for the proposed
NOR gate design is determined to be 20.58.
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ABSTRACT

Digital healthcare technologies have the potential to revolutionize prenatal care by giving expectant 
moms real-time access to health information and assistance. This chapter reviews the current state of 
digital health technologies in pregnancy care. It discusses their capacity to enhance patient results, boost 
patient involvement, and lower healthcare expenses. Mobile apps have become increasingly popular 
for tracking pregnancy progress, providing educational resources and connecting patients with health-
care providers. Healthcare professionals can monitor vital signs using wearable technology like smart 
watches and activity trackers. The use of telemedicine enables patients in rural or underserved areas 
to receive healthcare services through remote consultations and virtual appointments. However, there 
are also limitations and challenges associated with digital health technologies in pregnancy care. This 
chapter is based on a survey of the most recent research findings and literature on the application of 
digital health technology, including articles from peer-reviewed journals.

1. INTRODUCTION: THE CHANGING LANDSCAPE OF PREGNANCY CARE

Pregnancy is a unique and transformative experience that brings about significant changes in the lives 
of women and their families. Over the years, pregnancy care has undergone significant changes due to 
advances in technology and innovations in healthcare delivery. The digital age has ushered in a new era 
of healthcare technologies that have transformed the way pregnancy care is delivered, monitored, and 
managed (Bagalkot et al., 2018). In the past, pregnancy care was primarily delivered in a traditional 
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healthcare setting, where women would visit their obstetrician or midwife for routine check-ups and ul-
trasounds. However, with the advent of digital health technologies, pregnancy care has expanded beyond 
the traditional healthcare setting, allowing women to receive care remotely, from the comfort of their 
homes. Mobile health applications, wearable’s, telemedicine, and virtual consultations are just a few 
examples of technologies that are transforming pregnancy care. These technologies not only increase 
women’s access to personalised, real-time information about their health and the wellbeing of their 
unborn children, but they also provide healthcare professionals with more data to manage pregnancies 
(Peyton et al., 2014). Mobile health applications are one of the most popular and regularly utilised tech-
nologies in pregnancy care for tracking and managing pregnancies. These apps offer women a wealth 
of information about their pregnancy, including advice on nutrition, exercise, and prenatal care. They 
also allow women to track their symptoms, monitor their weight, and record their baby’s movements.

Wearable technology is another innovative technology that is transforming pregnancy care. The health 
parameters of the mother and foetus, such as heart rate, blood pressure, and foetal movement, can be 
continuously monitored with wearable technology. This technology allows for early detection of poten-
tial complications, and can also provide women with greater peace of mind throughout their pregnancy 
(Mukhopadhyay, 2015). Telemedicine and virtual consultations have also become increasingly popular 
in pregnancy care. Women may now consult with their healthcare practitioners remotely thanks to these 
technology, which eliminates the need for in-person consultations. Women who reside in rural regions or 
have restricted mobility would particularly benefit from this because it eliminates the need for them to go 
far for care (DeNicola et al., 2020). Artificial intelligence (AI) is another technology that is transforming 
pregnancy care. AI has the potential to analyse vast volumes of data and give healthcare professionals 
new perspectives on patient treatment. It can also be used to predict potential complications, such as 
preterm labour or preeclampsia, allowing for early intervention and management (Oprescu et al., 2020). 
Personalized medicine and genomics are also playing an increasingly important role in pregnancy care. 
Advances in genomics have allowed healthcare providers to better understand the genetic makeup of both 
mother and baby, allowing for personalized care and early detection of potential genetic abnormalities 
(Ginsburg & Willard, 2009). Social media and online communities have also transformed pregnancy 
care, providing women with a wealth of information and support throughout their pregnancy journey. 
Expectant mothers can leverage online communities to connect with each other, exchange experiences, 
and seek advice. Such communities also offer a platform for education and knowledge-sharing (Chan 
& Chen, 2019). Even though digital health technologies provide numerous advantages for prenatal care, 
some ethical issues and difficulties need to be resolved. Concerns include issues with data security and 
privacy as well as the potential for healthcare practitioners to place an undue emphasis on technology 
at the expense of face-to-face interactions with patients. The field of pregnancy care has seen consid-
erable changes as a result of the development of digital technologies. Pregnancy care is being offered 
in a completely new way, thanks to the development of technology like wearable’s, telemedicine, AI, 
personalised medicine, genomics, and online communities. Despite the numerous advantages offered by 
these technologies, there are ethical and practical challenges that must be addressed to ensure that their 
use in pregnancy care is safe, efficient, and centered around the patient’s needs.
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2. MOBILE HEALTH APPLICATIONS FOR PREGNANCY 
TRACKING AND MANAGEMENT

Mobile health applications (apps) have become increasingly popular in pregnancy care, offering women 
a convenient and accessible way to track and manage their pregnancies. These apps can provide a wealth 
of information about pregnancy, including advice on prenatal care, nutrition, exercise, and fetal develop-
ment. They can also help women monitor their symptoms, record their weight, and track their baby’s 
movements (Dahl et al., 2018). The fact that mobile health applications provide women more control 
over pregnancy is one of its most important advantages. With real-time access to personalized informa-
tion and advice, women can make informed decisions about their health and their baby’s health. They 
can also use the app to communicate with their healthcare provider, ask questions, and receive guidance 
on how to manage any concerns or complications that may arise. There are many different types of 
mobile health apps available for pregnancy tracking and management, each with its unique features and 
benefits (Bachiri et al., 2016). Some apps offer daily tips and reminders, while others provide a more 
comprehensive suite of tools and resources for pregnancy management. For example, some pregnancy 
apps offer a calendar that tracks the due date and provides information about fetal development, includ-
ing weekly updates on the baby’s size, weight, and developmental milestones. Others may include a 
symptom tracker, allowing women to monitor their symptoms and alert their healthcare provider if they 
experience any concerning changes.

Some pregnancy apps also offer features that allow women to track their weight, blood pressure, and 
glucose levels, providing them with real-time feedback on their health status (Garg et al., 2022). Those 
with pre-existing medical issues or those who are more likely to experience pregnancy complications 
may find this to be very beneficial. Pregnancy problems such as gestational diabetes, preeclampsia, and 
high blood pressure have been handled in a variety of ways by mobile apps designed for self-management 
during pregnancy (Iyawa et al., 2021).

Table 1. Quantitative information about health apps for pregnancy tracking and management

Statistics Information

Number of mobile health apps for pregnancy in app stores 1000+

Top downloaded a pregnancy app The Bump

Percentage of expectant mothers who use pregnancy apps 80%

Most common features of pregnancy apps Due date calculator, pregnancy tracker, symptom 
tracker, kick counter

Percentage of pregnancy apps that share user data with third parties 70%

Percentage of pregnancy apps that have been found to have security vulnerabilities 50%

The average cost of a pregnancy app $2.99

Percentage of pregnancy apps that are available in multiple languages 75%

Percentage of pregnancy apps that have been clinically validated 20%

Percentage of healthcare providers who recommend pregnancy apps to patients 60%
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Table 1 provides quantitative information about health apps for pregnancy tracking and management. 
The table includes data such as the number of apps analysed, the types of features offered, the aver-
age rating of the apps, and the percentage of apps that offer medical advice. This information can help 
researchers and healthcare professionals better understand the landscape of pregnancy-related mobile 
apps and their potential benefits and limitations. In order to detect foetal movements, women can keep 
track of their infant’s activity levels and notify their healthcare physician if they see any changes or have 
any concerns. This feature can provide women with greater peace of mind and can also help healthcare 
providers detect potential complications, such as fetal distress or reduced fetal movement. One potential 
downside of mobile health apps is that they can sometimes provide conflicting or inaccurate information. 
Before making any significant changes to how they are managing their pregnancy based on advice they 
have gotten from an app, women should always speak with their healthcare professional. Overall, mobile 
health apps have the potential to revolutionize pregnancy care, providing women with greater access to 
personalized information and resources to help them manage their pregnancy (Gyselaers et al., 2019). 
With careful selection and appropriate use, mobile health apps can be a valuable tool for women and 
their healthcare providers in promoting healthy pregnancies and positive pregnancy outcomes.

Table 2 lists popular mobile apps for tracking and managing pregnancy health. The table includes 
the names of the apps, their ratings, and the types of features they offer. This information can be help-
ful for individuals who are pregnant or planning to become pregnant and are looking for a mobile app 
to assist them with tracking their pregnancy, monitoring their health, and accessing information about 

Table 2. Popular mobile apps for tracking and managing pregnancy health

Mobile Health 
Application Developer Platform Features

Glow Nurture Glow Inc. iOS, Android Due date calculator, symptom tracker, personalized 
insights, community forum

Ovia Pregnancy 
Tracker Ovia Health iOS, Android Daily articles, weight tracker, kick counter, food 

safety lookup

The Bump The Knot Inc. iOS, Android Weekly updates, 3D interactive visuals, 
appointment tracker, contraction timer

What to Expect Everyday Health Inc. iOS, Android Baby size visualizer, community support, daily 
pregnancy news, appointment tracker

BabyCenter Pregnancy 
Tracker BabyCenter iOS, Android Fetal development videos, contraction timer, kick 

counter, community support

Pregnancy+ Health & Parenting 
Ltd. iOS, Android Fetal size visualizer, baby names database, kick 

counter, personalized diary

Sprout Pregnancy Med ART Studios iOS, Android Weight tracker, contraction timer, appointment 
tracker, baby size visualizer

WebMD Pregnancy WebMD LLC iOS, Android Pregnancy news, symptom tracker, medication 
lookup, community forum

Kegel Trainer Olson Applications 
Ltd. iOS, Android Kegel exercise tracker and reminders, customizable 

workouts, progress charts

Full Term - Contraction 
Timer Mustansir Golawala iOS, Android Contraction timer, pregnancy and labour 

information, exportable data
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pregnancy-related topics. The table can also be useful for healthcare professionals who may recommend 
these apps to their patients as a tool for managing their pregnancy health

3. WEARABLE TECHNOLOGY FOR MATERNAL AND FETAL MONITORING

Wearable technology is becoming an increasingly popular tool for maternal and fetal monitoring, of-
fering women and their healthcare providers real-time data on maternal and fetal health status (Runkle 
et al., 2019). These devices are designed to be worn on the body, providing continuous monitoring of 
various physiological parameters and transmitting data wirelessly to healthcare providers. One of the 
most common uses of wearable technology in pregnancy care is fetal monitoring. In order to monitor 
the mother’s uterine contractions and foetal heart rate, sensors are applied to her belly. These sensors 
can be incorporated into a wearable device such as a belt or a patch that is worn on the mother’s belly. 
The data collected by the device can be transmitted wirelessly to the healthcare provider’s office for 
real-time monitoring and analysis. Maternal monitoring with wearable technologies can track variables 
like heart rate, blood pressure, and glucose levels. This can be especially helpful for women with pre-
existing medical conditions or those who are more likely to encounter pregnancy difficulties because it 
provides real-time input on maternal health status (Piwek et al., 2016).

Figure 1. The overall design of the system for wearable medical equipment
Source: Dias and Paulo Silva Cunha (2018)
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Figure 1 shows the overall architecture which has four modules: (A) Body Area Network (BAN) to 
collect physiological data, (B) Data Logger or Portable Unit to store and transmit data, (C) Data Analysis 
for offline review of collected data, and (D) Real-Time Monitoring for live data visualization. It offers a 
comprehensive system for monitoring and analysing physiological data in real-time, enabling healthcare 
professionals to provide personalized care to patients.

There are wearable devices available that are specially designed for use during labour and delivery. 
Throughout labour and delivery, these gadgets continuously check on the mother’s and fetus’s health. 
This enables healthcare professionals to closely observe the progress of labour and detect any potential 
complications. Important vital indications like the mother’s heart rate, blood pressure, oxygen levels, 
and fetal heart rate can all be monitored by the devices. These devices may include sensors that monitor 
contractions, fetal heart rate, and maternal vital signs, as well as provide alerts if any parameters fall 
outside of normal ranges (Nguyen et al., 2018). Another use of wearable technology in pregnancy care 
is for remote monitoring. This allows healthcare providers to monitor maternal and fetal health status 
from a distance, using sensors and wireless technology to transmit data to a central monitoring station. 
Women who reside in rural locations or are unable to frequently attend their doctor’s office may find 
this to be of particular benefit. Wearable technology can also be integrated with other technologies, such 
as mobile health apps, to provide women with a comprehensive suite of tools and resources for preg-
nancy management. For example, a wearable device that tracks fetal heart rate could be integrated with 
a mobile health app that provides information about fetal development and offers tips on prenatal care.

While wearable technology has many potential benefits for maternal and fetal monitoring, there 
are also some potential drawbacks. For example, wearable devices may not be suitable for all women, 
especially those with skin sensitivities or allergies. They may also be expensive and may not be covered 
by insurance. In addition, there is a risk that wearable devices may provide false alarms or inaccurate 
data, leading to unnecessary interventions or anxiety for the mother. Healthcare providers need to care-
fully evaluate the data provided by wearable devices and use their clinical judgment to determine the 
appropriate course of action (Runkle et al., 2019). In conclusion, wearable technology has the potential 
to revolutionize maternal and fetal monitoring, providing women and their healthcare providers with 
real-time data on maternal and fetal health status. With careful selection and appropriate use, wearable 
technology can be a valuable tool for promoting healthy pregnancies and positive pregnancy outcomes.

4. TELEMEDICINE AND VIRTUAL CONSULTATIONS IN PREGNANCY CARE

Recent years have seen a rise in the use of telemedicine and virtual consultations for prenatal care, par-
ticularly in the wake of the COVID-19 pandemic. Telemedicine involves the use of telecommunications 
technology to provide remote healthcare services, including consultations, diagnoses, and treatment. 
Virtual consultations in pregnancy care can take various forms, including video conferencing, phone 
calls, and instant messaging. These consultations provide an opportunity for healthcare providers to 
communicate with their patients in real time, without the need for in-person visits.
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In Figure 2, the telemedicine process is depicted as a tool for treating patients remotely. Telemedicine 
provides the capacity to transfer saved movies or static images for later inspection by the receiving physi-
cian, storing pertinent medical data such as physical findings and patient concerns. Patients can opt for 
asynchronous telemedicine methods like email, health apps, patient portal messages, or e-consults, or 
synchronous methods like telephone, videoconferencing, or virtual software platforms. It can be particu-
larly beneficial for women residing in remote or underserved areas, as it provides access to healthcare 
services that may not be locally available. Additionally, women facing mobility issues or living far from 
healthcare provider’s offices can also benefit from telemedicine. In addition, telemedicine can be a more 
convenient and flexible option for women with busy schedules, allowing them to schedule consultations 
at a time that is convenient for them (Aziz et al., 2020).

Figure 2. Telemedicine process
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The many factors that could affect how frequently consumers and medical professionals use tele-
medicine and virtual software platforms are highlighted in Figure 3. These elements can be generally 
categorised using the social, organisational, and technological characteristics. Social factors refer to 
the cultural and societal influences that can impact the acceptance and utilization of telemedicine. For 
example, patients may have concerns about the quality of care they will receive through telemedicine 
or may feel more comfortable with traditional in-person visits. Healthcare providers may also be hesi-
tant to adopt telemedicine due to concerns about patient privacy and the accuracy of remote diagnoses. 
Organizational factors relate to the structures and processes within healthcare organizations that can 
facilitate or hinder the implementation of telemedicine. These considerations cover things like finance 
and resource availability, the willingness of healthcare organisations to adopt new technology, and the 
degree of integration of telemedicine into current healthcare systems. Technological factors refer to the 
capabilities and limitations of the technologies used in telemedicine, such as the availability and reli-
ability of internet connectivity, the quality of video conferencing software, and the accuracy of remote 
diagnostic tools.

Virtual consultations can be used for a range of pregnancy-related issues, including prenatal care, 
postpartum care, and lactation support. For example, a woman may have a video consultation with her 
healthcare provider to discuss her prenatal care plan, or to receive advice on managing common pregnancy 
symptoms such as nausea and fatigue. Virtual consultations can also be used for monitoring maternal 
and fetal health status, such as checking blood pressure or fetal heart rate. In some cases, women may 
be provided with at-home monitoring equipment that can be used to track these parameters and transmit 
data to their healthcare provider. One of the key benefits of telemedicine and virtual consultations is that 
they can help reduce the need for in-person visits, which can help reduce the risk of exposure to infec-
tious diseases such as COVID-19. For pregnant women, who are probably more at risk for COVID-19 

Figure 3. The proliferation of virtual software platforms and telemedicine
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problems, this can be especially crucial. However, there are also some potential drawbacks to telemedi-
cine and virtual consultations. For example, some women may feel more comfortable with in-person 
visits and may have difficulty building a rapport with their healthcare provider over video or phone. In 
addition, there may be technical issues or limitations with the technology used for virtual consultations, 
which could impact the quality of care provided (Ghimire et al., 2022). In conclusion, telemedicine 
and virtual consultations have emerged as important tools for pregnancy care, providing women with 
greater flexibility and access to healthcare services. While there are some potential drawbacks, with 
appropriate use and careful evaluation, telemedicine and virtual consultations can be a valuable addition 
to traditional in-person care.

5. THE ROLE OF ARTIFICIAL INTELLIGENCE IN PREGNANCY CARE

Personalized and data-driven ways to monitoring the health of the mother and foetus offered by arti-
ficial intelligence (AI) have the potential to revolutionise prenatal care. Electronic health records and 
wearable technology are only two examples of the types of data that AI systems can analyse in order to 
spot patterns and forecast future health outcomes. One area where AI has shown promise is in predict-
ing and preventing preterm birth, a leading cause of infant mortality and morbidity. AI algorithms can 
analyse various risk factors, such as maternal age and medical history, to identify women at high risk of 
preterm birth. This information can then be used to develop targeted interventions and preventions, such 
as preterm labour monitoring and medication(Oprescu et al., 2020). AI can also be used to monitor fetal 
health during pregnancy. For instance, foetal heart rate monitor data can be analysed by AI algorithms 
to find patterns that can suggest foetal distress, enabling early intervention and possibly averting nega-
tive outcomes like stillbirth.

Figure 4. AI and ML in maternal and fetal health data analysis
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Artificial intelligence (AI) and machine learning (ML) enable the processing of enormous amounts 
of clinical data to acquire insights and improve patient outcomes, and these technologies have the po-
tential to dramatically change the healthcare sector. Figure 4 shows how artificial intelligence (AI) and 
machine learning (ML) can be used to process different data sources, including as genetic data, medical 
imaging data, and electronic health records, to create solid and reliable conclusions about mother and 
foetus outcomes. In order to find patterns and risk factors linked to negative outcomes, like preterm birth 
or hypertension, massive datasets of maternal and foetal health records can be analysed using AI and 
ML, for instance. The creation of personalised treatment programmes and the identification of at-risk 
patients can both be accomplished using the prediction models created from these data. Moreover, AI 
and ML can be used to examine ultrasound or MRI scan data to find anomalies and abnormalities that 
could be signs of foetal distress or other issues. Additionally, these technologies can be used to evaluate 
genetic information to spot potential risk factors and create individualised treatment strategies based on 
the unique genetic profiles of patients. Another potential use for AI in pregnancy care is in improving the 
accuracy of ultrasound imaging. AI algorithms can analyse ultrasound images and identify abnormalities 
with greater accuracy and speed than human experts, allowing for earlier and more accurate diagnoses. 
In addition, AI technologies can be used to provide personalized recommendations for maternal and 
fetal health based on individual patient data. For example, AI algorithms can analyse a woman’s medical 
history, lifestyle factors, and other data to develop personalized recommendations for prenatal care and 
monitoring. However, there are also some potential drawbacks to the use of AI in pregnancy care. For 
example, there may be concerns about the accuracy and reliability of AI algorithms, and there is a need 
for careful evaluation and validation of these technologies before they can be widely adopted. Further-
more, there may be concerns about the impact of AI on the patient-provider relationship, as some women 
may prefer a more human-centered approach to healthcare. It’s crucial to make sure AI is applied in a 
transparent, moral, and patient-focused manner. As a result of its ability to provide individualised and 
data-driven approaches to monitoring maternal and foetal health, AI has the potential to revolutionise 
the way that pregnant women are cared for. While there are some potential drawbacks and concerns, 
with appropriate use and careful evaluation, AI technologies can be a valuable addition to traditional 
pregnancy care approaches (Iftikhar et al., 2020).

In a 2019 survey conducted by M3 Global Research, a majority of obstetricians and gynecologists in 
the United States reported being interested in using AI in their practice. Of the 308 physicians surveyed, 
63% expressed interest in using AI to predict pregnancy complications, while 57% were interested in 
using AI to monitor fetal health (Emin et al., 2019). A 2020 survey by BabyCenter and Zebra Technolo-
gies found that nearly half of the expectant mothers in the United States are interested in using wearable 
devices and other technologies to monitor their health during pregnancy. The survey also found that 
many mothers were interested in using AI-powered tools to predict and prevent pregnancy complications. 
A 2021 survey by the American College of Obstetricians and Gynecologists (ACOG) found that while 
many obstetricians and gynecologists are interested in using AI in their practice, there are also concerns 
about the accuracy and reliability of AI technologies. Of the 609 physicians surveyed, 59% reported being 
interested in using AI for fetal monitoring, while 47% were interested in using AI for predicting preterm 
birth. However, many physicians also expressed concerns about the need for validation and verification 
of AI algorithms, as well as concerns about the impact of AI on the patient-provider relationship.

Overall, these survey reports suggest that there is growing interest in the use of AI in pregnancy care, 
both among healthcare providers and expectant mothers. However, there are also concerns about the ac-
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curacy and reliability of AI technologies, as well as the potential impact on the patient-provider relation-
ship. The efficacy and suitability of AI in pregnancy care will require more investigation and analysis.

6. PERSONALIZED MEDICINE AND GENOMICS IN PREGNANCY CARE

Personalized medicine and genomics have the potential to revolutionize pregnancy care by tailoring 
treatment and management strategies to individual patients based on their unique genetic makeup and 
health history (Sufriyana et al., 2020).

Prenatal Testing is the term used to describe medical tests carried out during pregnancy to look for 
potential health problems in the growing foetus. The figure 5 show different types of prenatal testing 
and how they are performed. These tests can help to identify genetic disorders, birth defects, or other 
conditions that may require medical attention at or after birth. Prenatal testing can be done through vari-
ous methods, such as ultrasound, blood tests, and genetic screening. Prenatal testing aims to educate 
parents and medical professionals about potential risks to the foetus and arm them with the knowledge 
they need to make decisions about the pregnancy and the baby’s health. It is significant to remember that 
not all prenatal tests are required or acceptable for all pregnancies, and the choice to undergo prenatal 
testing should be based on the unique circumstances and medical history of the patient in collaboration 
with a healthcare provider.

Here are some of the ways personalized medicine and genomics could impact pregnancy care:

Figure 5. Prenatal testing
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Early identification of genetic risks: Genomic testing can identify potential genetic risks for both the 
mother and the fetus early in the pregnancy. This allows for more proactive management and monitoring 
of potential complications, such as preeclampsia or gestational diabetes (Peters et al., 2015).

Individualized treatment plans: With a better understanding of a patient’s genetic makeup, health-
care providers can tailor treatment plans and medication dosages to optimize outcomes and minimize 
potential side effects.

Prevention and early intervention: In order to implement earlier intervention and prevention measures, 
personalised medicine can assist in identifying individuals who are highly susceptible to particular ill-
nesses. For example, genomic testing can identify patients with a high risk for preterm labour, allowing 
for earlier interventions to prevent premature birth.

Enhanced prenatal screening: Genomic testing can improve the accuracy and reliability of prenatal 
screening, allowing for earlier detection and treatment of genetic disorders such as Down syndrome.

Personalized nutrition and lifestyle recommendations: A patient’s genetic makeup can impact their 
nutritional needs and response to certain lifestyle interventions. Personalized medicine and genomics 
can help identify these individual needs, allowing for more personalized and effective nutrition and 
lifestyle recommendations.

While there are many potential benefits to personalized medicine and genomics in pregnancy care, 
there are also some ethical, legal, and social implications that need to be carefully considered (Guttm-
acher et al., 2010). For example, concerns about privacy, informed consent, and the potential for genetic 
discrimination will need to be addressed as these technologies become more widely used. Despite these 
challenges, personalized medicine and genomics hold great promise for improving pregnancy outcomes 
and providing more individualized care.

7. SOCIAL MEDIA AND ONLINE COMMUNITIES FOR 
PREGNANCY SUPPORT AND EDUCATION

Social media and online communities have become increasingly popular platforms for pregnancy support 
and education. Here are some of the ways these platforms can benefit pregnant women:

Access to support and information: Pregnant women have a platform to interact with others who are 
going through similar circumstances thanks to social media and online groups. This may be especially 
helpful for women who lack access to local support networks or who prefer the privacy of online con-
versation.

Sharing experiences and resources: Online communities provide a space for pregnant women to 
share their experiences, ask questions, and share resources. This can help women feel more connected 
and informed, and can also provide a source of emotional support during a potentially stressful time.

Educational resources: Social media and online communities can also provide educational resources 
on topics such as pregnancy nutrition, exercise, and childbirth preparation. This information can be 
particularly helpful for first-time mothers who may not have access to other educational resources.

Patient advocacy: Social media and online communities can also provide a platform for patient ad-
vocacy and raising awareness of important issues in pregnancy care, such as maternal mortality rates 
and access to healthcare services.

While social media and online communities can be valuable sources of support and information, 
there are also some potential drawbacks (Zhu et al., 2019). Online communities may not always provide 

273



305

Pregnancy in the Digital Age
﻿

accurate or reliable information, and there is a risk of misinformation spreading quickly through these 
platforms. Additionally, some women may feel overwhelmed or anxious by the amount of information 
available online, particularly if they encounter conflicting advice or opinions. Despite these challenges, 
social media and online communities can be valuable tools for pregnant women to connect with others, 
access information, and find support during this important time.

8. ETHICAL CONSIDERATIONS AND CHALLENGES IN 
THE DIGITAL AGE OF PREGNANCY CARE

As with any emerging technology, the digital age of pregnancy care presents several ethical considerations 
and challenges (Topçu & Brown, 2019). Here are some of the key issues to consider:

Privacy and security: The collection, storage, and sharing of personal health information through 
digital technologies raise important privacy and security concerns. Healthcare providers and technol-
ogy companies must ensure that patient data is kept secure and that patients are informed of how their 
information will be used and shared.

Equity and access: Digital technologies have the potential to expand access to prenatal care, but they 
run the risk of escalating already-present health inequities if some populations cannot access or pay 
them. Healthcare providers must ensure that digital technologies are used in a way that promotes equity 
and does not further marginalize vulnerable populations.

Informed consent: Before participating in these programmes, patients must be fully aware of the 
advantages and disadvantages of digital technology and must provide their informed consent. This can 
be challenging given the rapidly evolving nature of these technologies and the potential for patients to 
be overwhelmed by the amount of information available.

Bias and discrimination: Artificial intelligence and machine learning technologies may inadvertently 
perpetuate biases or discriminate against certain populations. Healthcare providers and technology 
companies must take steps to mitigate these risks and ensure that their algorithms are fair and unbiased.

Regulation and oversight: As digital technologies become increasingly integrated into pregnancy care, 
there is a need for regulatory oversight to ensure that these technologies are safe, effective, and ethical. 
This can be challenging given the rapidly evolving nature of these technologies and the difficulty of 
regulating software and digital platforms.

Overall, while digital technologies hold great promise for improving pregnancy care, it is important 
to be mindful of the ethical considerations and challenges that arise with their use (Carissoli et al., 2016). 
Healthcare providers and technology companies must work together to ensure that these technologies 
are utilised in a way that fosters equity, privacy, and patient autonomy.

9. FUTURE DIRECTIONS AND OPPORTUNITIES 
FOR PREGNANCY CARE TECHNOLOGY

As technology continues to advance, there are several promising directions and opportunities for preg-
nancy care technology. Here are a few potential areas of growth:

Integration of data from multiple sources: With the increasing availability of wearable devices, mobile 
health applications, and other monitoring technologies, there is a wealth of data available on maternal 
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and fetal health. Integrating and analysing this data from multiple sources could lead to more personal-
ized and effective pregnancy care.

On the basis of enormous amounts of data, patterns are discovered and results are forecasted using 
artificial intelligence and machine learning. These technologies could be used to develop predictive 
models for pregnancy complications or to identify patients who are at high risk for certain conditions 
(Bjelica et al., 2020).

Expansion of telemedicine and virtual consultations: Pregnant women, especially those who live 
in rural or underserved areas, have already showed potential in gaining access to healthcare services 
thanks to telemedicine and virtual consultations. As technology continues to improve, there is potential 
to expand these services even further, improving access and convenience for patients.

Development of more specialized devices and technologies: There is potential to develop more special-
ized devices and technologies for pregnancy care, such as sensors for monitoring uterine contractions or 
devices for monitoring fetal movements. These technologies could provide more detailed and accurate 
information on maternal and fetal health.

Use of virtual and augmented reality: Virtual and augmented reality technologies could be used to 
simulate prenatal and childbirth experiences, providing patients with a more immersive and realistic 
understanding of what to expect during pregnancy and childbirth (van den Heuvel et al., 2018).

As these technologies continue to evolve and improve, it will be important to carefully evaluate their 
effectiveness, safety, and ethical implications. By doing this, we can keep raising the standard and ac-
cessibility of prenatal care, which will ultimately lead to better results for mothers and their newborns.

10. CONCLUSION: THE PROMISE AND PITFALLS OF 
PREGNANCY CARE IN THE DIGITAL AGE

In the digital age, pregnancy care has been transformed by the use of various technologies, such as mobile 
health applications, wearable devices, telemedicine, and artificial intelligence. These innovations could 
increase pregnancy care’s accessibility, effectiveness, and quality by offering women individualised, 
data-driven techniques to monitoring their own and their unborn children’s health. However, there are 
also some potential pitfalls and challenges associated with the use of these technologies. For example, 
there may be concerns about the accuracy and reliability of some technologies, as well as the impact on 
the patient-provider relationship. There might also be problems with data security and privacy, as well 
as the possibility of unequal access to and usage of these technology.

It is important to carefully evaluate and validate these technologies before they are widely adopted, 
and to ensure that they are used in a way that is transparent, ethical, and patient-centered. This includes 
addressing potential biases and disparities, ensuring that patients have access to comprehensive and 
accurate information, and preserving the human element of healthcare. Overall, the digital age offers 
both promise and pitfalls for pregnancy care. With strategic navigation of the obstacles and effective 
utilization of available technologies, it is possible to enhance the health results and overall experiences 
of expectant mothers and their loved ones.
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Vehicular Ad hoc Networks (VANET) play a vital role in building Intel-
ligent Transportation Systems (ITS). Since VANET is highly dynamic, 
it’s very difficult to implement an IP-based communication system for 
ITS. Named Data Networking (NDN) is an alternative to IP-based net-
working applications. In this case, content is retrieved based on its 
name rather than its IP address. The proposed system focuses primarily 
on the interest-forwarding strategy for content retrieval. Since tradi-
tional NDN uses blind flooding to broadcast the interest, it causes a 
broadcast storm. Many different techniques, such as location-based, 
scheduling-based, priority-based, and clustering-based NDN have been 
proposed to control the broadcast storm problem. The proposed scheme 
is a Mobility Prediction using Direction and Timer for Interest For-
warding strategy for Named Data Networking (MoDT-NDN) that 
selects only a tiny proportion of forwarders based on Link Availability 
Time and Direction. MoDT-NDN is compared to Classic NDN and RA-
NDN strategies. The results show that MoDT-NDN outperforms both 
classic NDN and RA-NDN.

Keywords:  Named data networking, content centric networking, flooding, broadcast 
storm problem, interest forwarding strategy, location-based forwarding
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1  INTRODUCTION

Vehicular Ad hoc networks act as a backbone for Intelligent transportation 
systems. Vehicle-Vehicle to communication and Vehicle to infrastructure 
communication (Figure 1) is done with the help of VANETs. Even though 
VANETs are initially used to exchange information related to driver safety, 
nowadays real-time traffic information is also communicated. Mostly posi-
tion-based information like “Which nearby restaurant is good?”, “In which 
parking area, a lot is free?”, and” Which Road is congestion-free to use?” are 
sent by the vehicles. Existing works mainly concentrate on routing and con-
tent dissemination techniques in VANET. Content routing in VANET imposes 
several challenges[1–4]. When a vehicle requests a particular data, it has to 
know the source from which it can extract the data. Mostly in VANET appli-
cations, it is very difficult to identify the source.   Though a centralized server 
solves this problem, information gathering and dissemination among vehicles 
take a long delay. We cannot ensure a very good packet delivery ratio due to 
the dynamic nature of the VANET.

Many data dissemination techniques [5]–[7] have been proposed that work 
with the TCP/IP implementation. There are two main drawbacks, first in a 
low-density vehicle scenario, it results in data loss since it is very difficult to 
maintain the path between vehicles. To maintain the path between the vehi-
cles, IP address assignment is necessary. Second, In a highly dynamic envi-
ronment, it’s very difficult to assign an IP address to the vehicles.

FIGURE 1
VANET with V2V Communication and V2R Communication
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Named data networking provides a good solution to the challenges that 
are raised due to IP address strategies. Communication in NDN is purely 
consumer-oriented. NDN has three data structures: “the content store (CS), 
the Pending Interest Table (PIT), and the Forwarding Information Base 
(FIB)”. Here a consumer will initiate the communication by sending an 
interest, for example, City/Area/Free parking lot. When a router or an inter-
mediate node receives an interest, it checks its content store; if the node has 
content that is relevant to the interest, it will forward the content to the con-
sumer If the matching content cannot be found in the CS, the node will 
search for it in its PIT table. If that interest is already in the PIT table, the 
received interest is discarded; instead, the node records the receiving and 
sending interfaces for that PIT entry, and the forwarding strategy identifies 
the forwarder based on the FIB.

If the interest reaches the producer, content is transferred in the reverse 
path hop by hop so that the content can reach all its consumers. The content 
is also cached in the forwarder’s content store so that it can serve the future 
request for that interest and the corresponding interest from the PIT is also 
removed. 

A lot of works have been proposed for V2V dissemination [7] in NDN-
based VANETs, like probabilistic-based, location-based, Clustering-based, 
Timer-based, Push-based, Pull based, etc.. data dissemination techniques. 
Some works combine the approaches to improve the packet delivery ratio or 
to reduce the dissemination time.   The main challenge is in the case of a 
highly dynamic network it’s very difficult to find the required content with 
minimum delay. For example, consider a scenario where node A is the 
requester node, node S is the only node having the cached content of that 
interest. When A sends the request, S would have moved out of that area. So, 
A’s interest will be forwarded infinitely throughout that area and the interest 
packet would have dropped when the timer expires. This results in packet 
loss which affects the packet delivery ratio. In the case of a high-density 
network, without one central coordinator, packet loss rate and packet deliv-
ery time may increase. The central arbiter can collect information from other 
nodes, process the information, and disseminate the information to other 
nodes. Establishing an infrastructure may incur the cost and processing the 
information may increase the delay, but by using that central administrator 
we can improve content dissemination. Considering that feature we make 
use of Independent Road-side units in our work, which has the same con-
figuration as on-board units in the vehicle used to collect the information 
specific to that area and disseminate that information to the node which is 
interested in it.

In our work, we mainly concentrate on interest forwarding strategy, 

	• Interest will be disseminated by the consumer with the name of the content 
that has to be retrieved.
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	• Each forwarder will be selected based on the Link Availability Time (LAT) 
and the direction.

	• The timer is set by calculating the time required for the interest to travel to 
the zone from which it needs the content

	• When the content is found, it is sent to the consumer using the information 
in PIT. It solves the reverse path partitioning problem.

2  RELATED WORKS

VANET is highly dynamic which results in frequent disconnections. It will 
have an impact on network performance, causing the packet delivery ratio to 
drop and communication latency to increase. Data dissemination is critical 
for communication in the VANET. VANET communication can be unicast, 
multicast, or broadcast. 

The primary function of name-based networking is to extract content 
based on its name and cache the data to make retrieval easier. Here the inter-
est is broadcasted, to find the source of the data, and data is sent to the con-
sumer on a multi-hop basis.

Several techniques for curbing the broadcast storm challenge all through 
interest forwarding have been proposed. One approach is to restrict the for-
warders from rebroadcasting the data. The main schemes that focus attention 
on this concept are delay-based, probability-based, Geo-based, and Cluster-
based data dissemination approaches.

Geo-based data dissemination
Milojevic et al. [8] propose a location awareness algorithm that provides mes-
sage location context without any positioning system. Vehicles create a spatio-
temporal database to develop a spatial understanding of their environment. 
This method reduces the number of sent and received packets, as well as 
packet collision and network load. The authors of [9] evaluated a distributed 
message delivery system in which multiple connected vehicles (CV) operated 
concurrently with data transfer between RSUs and various transportation cen-
ters. The measured latencies in this system are less than the recommended 
latency requirement for CV applications. Bitam et al. [10] developed a hybrid 
routing protocol that applies to both highway and urban scenarios. A topol-
ogy-based approach is used when the density is high; otherwise, a geography-
based approach is used. It demonstrates a significant improvement in packet 
delivery ratio and average end-to-end delay. Bian et al. [11] redesigned the 
NDN forwarding strategy to incorporate the concept of geo-based routing, 
making it appropriate for urban VANET scenarios. It searches the neighbor 
table for neighbors who are closer to the data source or for the farthest neigh-
bors who are closest to the data source. To meet the reliability criteria, Chuang 
et al [12] proposed a “density-aware emergency message extension protocol 
(DEEP)” in which a message is quickly dispatched to the hot spot and sent to 

282



	I nterest Forwarding in Vehicular Ad hoc Networks	 57

all vehicles in the area. This scheme achieves a low dissemination delay and a 
high level of reliability. DEEP, on the other hand, cannot be used in a complex 
environment. In [13]Ahmed et al. presented CODIE, a scheme for controlling 
data flooding in naive NDN. When a request is received, the vehicle records 
the number of hops required for the data packet to return. It sends fewer copies 
of data packets that have a similar interest satisfaction rate as vehicular named 
data networking (VNDN), and it also reduces overall interest satisfaction 
delay. Dehaghani et al. [14 ] develop a novel forwarding strategy by modifying 
the NDN structure with a redundancy elimination approach. It demonstrated 
that it can maintain proper network performance in wireless networks with 
dynamic topologies. To control the flow of data in wireless sensor networks, 
Almesaeed and Jedidi proposed dynamic directional routing (DDR). Mobile 
nodes choose the next hop in data routing towards the sink based on a particu-
lar predefined search angle that ultimately decides the possible candidate of a 
next-hop node. This method improves the packet delivery ratio and allows for 
shorter router lengths. [15]. [16] Kim et al created an algorithm that uses in-
network caching to reduce network packet transmissions. It dispatches content 
in a unicast manner to avoid issues with multicast delivery. This scheme effec-
tively eases the damage caused by a broken path in a unicast relay by incorpo-
rating a localized path recovery algorithm.

Priority-based data dissemination 
The authors of [17] presented a unique mechanism for retrieving named con-
tent in which interest and data packets are disseminated over the 802.11 OCB 
interface by prioritizing high-priority interest packets over low-priority ones.

Scheduling-based data dissemination
Chen et al. recommended the Guaranteed Time Slot (GTS) scheme in [18] for 
effectively planning several vehicles’ access to Road Side Units (RSUs) in 
vehicular sensor networks. It performs better in terms of latency. Amadeo et 
al. [19] augmented the CCN framework to support content delivery over 
IEEE 80211p vehicular technology. It employs a straightforward counter-
based approach, along with deferred transmission time and interest retrans-
mission patterns. The results show that the content delivery mechanism is 
efficient enough.

Probabilistic-based data dissemination
The authors of [20] developed a new data dissemination scheme in VANETs 
depending on directional clustering and probabilistic broadcasting which 
allows us to solve key challenges such as long latency, high collision proba-
bility, and poor data visibility while incurring additional overheads during 
clustering initialization and maintenance.

Clustering-based data dissemination
[21] Cheng and Huang work hard to make VANET clusters as stable as pos-
sible to cut management costs and enhance communication quality. The rela-
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tive mobility metric is used to counter the effects of vehicle distance, speed, 
and maximum displacement. It performs admirably in terms of reliability and 
packet delivery cost. The [22] algorithm is designed to find clusters with the 
least amount of relative mobility and proximity between cluster heads and 
cluster members. The resulting clusters are unfluctuating, with a longer aver-
age lifespan of cluster heads and a reduced average rate of cluster head 
change. A stochastic analysis of single-hop cluster stability in a highway 
VANET with a single lane as a focus is presented by Abboud and Zhuang 
[23]. It shows a high degree of concurrence between analytical and simula-
tion results. The authors of  [24] proposed a distributed clustering algorithm 
(DCA-DS) based on dominating sets for the Internet of Vehicles. In this case, 
the cluster head is the node with the greatest span, and its neighbors are the 
cluster members. When compared with the conventional N-hop algorithm, 
DCA-DS yields good results.

RSU-assisted data dissemination
Rahim et al [24] investigated and proposed a solution for improving the 
broadcasting performance of the DSRC safety message at intersections 
while taking into account the IEEE 802.11p enhanced distributed channel 
access mechanism. They used RSU at the intersection center to relay the 
safety messages once to improve overall broadcast performance. [25] 
describes a new protocol called Roadside unit assisted named data network 
(RA-NDN), in which the RSU functions as a Stand Alone (SA) node. One 
advantage of deploying SA-RSUs has improved network connectivity. The 
RA-NDN protocol improves ad hoc communication performance by increas-
ing the data received ratio and throughput while decreasing total dissemina-
tion time and traffic load. Belmekki et.al [26] investigate vehicular 
communications at road intersections. They show that direct transmission is 
better for high vehicle densities and hybrid transmission is better for low 
vehicle densities. They demonstrate that the non-line-of-sight scenario per-
forms better at intersections.

Blockchain-based computation offloading
[27] Performed extensive research into the technology of blockchain and 
machine learning integration. [28]carries out a study on the massive IOT 
made possible by 6G. The authors provide a brief explanation of how 6G’s 
four-tier network, aided by edge computing, satisfies the IOT applications’ 
need for full coverage. 

[29] developed the “Dual-side Dynamic Joint task offloading & Resource 
allocation algorithm in Vehicular networks (DDORV)” using Lyapunov opti-
mization theory, which solves optimization problems on the Vehicular Termi-
nal (VT) side and Mobile-RSU (MRSU) side in an integrated framework in 
each frame. 
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[30] put forth an innovative mobile edge computing-enabled wireless block-
chain platform that allows for the caching of block cryptographic hashes and 
the offloading of computationally taxing mining tasks to neighboring edge 
computing nodes. 

[31]suggested a unique blockchain-based approach with an adjustable block 
size for mobile edge computing and video streaming. They implemented an 
incentive system to encourage collaboration between consumers, transcod-
ers, and content producers.

Deep Reinforcement learning-based approach
By utilizing recent advancements, [32] developed the maximization of the 
cache-assisted proactive interference alignment network as a deep reinforce-
ment challenge. The central scheduler in this scenario is in charge of collect-
ing channel state information from each participant and transmitting the 
node’s fundamental behavior to the deep Q structure to ascertain the optimal 
method for user selection.

To enhance the efficiency of next-generation vehicular networks, [33] pro-
posed an integrated framework that can enable the interactive collaboration 
of networking, caching, and computational capabilities. For high-quality 
engaging and interactive video services, [34] recommended lowering the 
long-term energy demand of THz wireless access-based MEC systems.

3  PRELIMINARIES

In this section, we present all the preliminaries that are required to understand 
our proposed work.

3.1  Assumptions

1.	 In the network, we assume that each vehicle has a radio device for short-
range communication as well as a GPS device to determine the vehicle’s 
position and speed.

2.	 Every vehicle in the network collects neighborhood information with 
periodic HELLO messages (i.e) BEACONS

3.	 Road Side Units (RSU) are used, mainly to collect region-specific infor-
mation

3.2  System Model

a.	 Network Model: The network we considered have linear roads which 
consist of many lanes and vehicles travel in both directions at different 
speeds.
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b.	 Channel Model: In this case, the Nakagami-m distribution [26] is used to 
calculate the likelihood of successful data packet transmission between 
two vehicles i and j
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Fd(rT, m, ϕ). denotes the cumulative distribution function for receiving sig-
nal power rT. In this equation, rT denotes the reception threshold of a signal, 
ϕ is the average received signal power level, and m denotes the fading 
parameter, which is a function of the intervehicle distance between vehicles 
i and j.[20]
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4  PROPOSED SYSTEM

In a named data networking-based VANET, the source sends an interest in 
data search, where the producer’s address is unknown to the source. In 
MoDT-NDN, the source will be sending the Interest packet with the structure 
as shown in Figure 2. The interest packet is identified by the interest’s name 
and ID. The GPS coordinates of the source vehicle are indicated by the source 
location. The source vehicle’s current speed is denoted by speed. The Time to 
Live field stores the lifetime of the interest message. The timestamp contains 
information about when the time interest packet is generated. If necessary, 
the signature field is used to verify the source’s authentication.

FIGURE 2
Structure of Interest Packet
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Figure 3 depicts the data packet structure, which contains information 
such as the content name and content ID to identify the content. Time to Live 
denotes the lifespan of a content packet. The content type is used to store 
either normal or emergency content. The content field contains the informa-
tion requested by the consumer. Finally, the Signature field is used to verify 
the authenticity of the producer vehicle, if necessary.

Content Naming is still an open research issue in NDN. Normally NDN-
based networks use either flat naming or hierarchical naming structure [35]. 
Flat name increases routing table size and minimizes network scalability, 
whereas hierarchical names provide name aggregation, reduces routing table 
size, and improves network scalability. MoDT-NDN follows a hierarchical 
naming scheme to improve the efficiency of the proposed work.

Classic NDN follows three data structures namely Content Store (CS), 
Pending Interest Table (PIT), and Forwarding Information Base (FIB). When 
a node receives an interest packet, it will check the CS first. If the content is 
available, the node will immediately send the data packet to that interest for-
warder, else it will check the PIT. If the interest is already available in the PIT, 
it will discard it else it will aggregate interest to the PIT and in the next step, 
it will select a forwarder from FIB, then forward the interest to that for-
warder[36]. Interest will be forwarded to interfaces stored in the FIB for that 
corresponding interest. If no forwarders are available, classic NDN follows 
Blind Flooding (BF) technique where interest is broadcasted to all vehicles in 
its transmission range, which results in a broadcast storm problem.

To avert the broadcast storm problem, only a few potential forwarders 
must be chosen. Broadcasting in an ad hoc network is typically done in one 
of three ways: proactive, reactive, or hybrid. In the Proactive approach, each 

FIGURE 3
Structure of Data Packet
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node gathers information about its surroundings and stores it in a table. When 
forwarding a packet, it will choose a neighbor from the table. However, this 
approach is unsuitable for a highly dynamic environment such as a VANET. 
On-demand approaches do not use tables to store neighborhood information; 
instead, packet size grows because it carries the entire path information from 
source to destination. These approaches are appropriate for a small network; 
however, they cannot guarantee a good packet delivery ratio for VANETs 
where the network size is unknown.

MoDT-NDN addresses the broadcast storm and network partitioning 
issues. When an interest packet needs to be forwarded, it employs a hybrid 
approach that collects neighborhood information. Instead of storing informa-
tion about all neighbors, it selects forwarders based on direction and speed, 
which is then stored in FIB. MoDT-NDN effectively uses NDN data struc-
tures to reduce the overhead of storing neighborhood information in separate 
tables. It selects only a few forwarders based on direction and vehicle speed, 
thereby resolving the broadcast storm and network portioning issues.

4.1  Forwarder Selection Process
When a Vehicle has to forward the interest, it collects the neighborhood infor-
mation through beacons The beacons consist of Beacon ID, Vehicle ID, and 
Position (i.e) GPS coordinates of the neighbor along with the speed and time 
stamp. To mitigate the broadcast storm problem, only a few forwarders have 
to be selected among the neighbors. The important question that arises here 
is, what should be the nature of the forwarder? Forwarders selected should 
move in the direction of the producer and forwarders should have stable link 
availability time.

Let us assume that now the interest packet is at Vi, now Vi has to choose a 
forwarder. Vi+ receives a beacon message from all its neighbors.

The beacon message format is

Beacon ID Vehicle ID Position Speed Timestamp

Each Vehicle informs about its position and its speed to its neighbors through 
periodic beacons. The receiver predicts the Link Availability Time (LAT) of 
each neighbor. The neighbors with the largest LAT are chosen as a forwarder. 
The speed of Vi is distributed over the range of (0, Vmax) and the direction of 
the vehicle is distributed over the range of (0, π).

In Figure 4, Vi is the interest source, Vj is under potential forwarder selection. 
Let us assume Vj is in position (xj, yj) at time t1 and at time t2 it is at the position 
(xd, yd) (i.e) at the transmission range of Vi. Therefore, the distance between Vi 
and Vj 

t2 (i.e Vj at time t2) is R, which is the transmission range of Vi.
Using cosine law

	 D t R D RDj ij ij i
2 2 2 2∆( ) = + − cosθ 	 (1)
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	 D t R D RDj ij ij i∆( ) = + −2 2 2 cosθ 	 (2)

	 ϑ θj j ij ij iLAT R D RD= + −2 2 2 cos 	 (3)
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Here ∆t is t t2 1− , Dj is distance travelled by Vj from time t1 to t2, R is the 
transmission range of Vi, Dij is the distance between Vi and Vj.

Using (4) Link Availability Time of all neighborhood vehicles has been 
estimated. The vehicle with the greatest LAT is chosen as a forwarder. The 
procedure is repeated by checking the forwarder’s direction toward the pro-
ducer’s direction. The angle between the forwarder and the approximate posi-
tion of the producer is calculated as θk. Let us consider that the current 
position of the forwarder is (x1, y1) and the approximate position of the pro-
ducer at the destination is (x2, y2) then the angle can be calculated as

	 radian atan y y x x= − −( )2 2 1 2 1, 	 (5)
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FIGURE 4
Calculating Angles between the Vehicles
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If di
m n,  denotes the distance traveled by vehicle Vi from zone m to zone n then 

the time required to travel can be computed using 

	 t
d

vi
m n i

m n

i

,
,

= 	 (8)

Expiry time for the interest packet can be set using

	 Expiry timer t ti
m n

delay_ ,= + 	 (9)

Here tdelay represents packet delay in transmission
Let us consider a scenario as depicted in Figure 5, Vehicle C initiates for-

warding of interest with id interest1. In the case of Classic NDN, the Blind 
Flooding technique is followed, so C broadcasts interest to all the vehicles in 
its transmission range which results in a broadcast storm problem. In MoDT-
NDN, the received beacon direction and Link Availability time are calcu-
lated. Neighbors traveling in the same direction as the consumer and who 
have the longest link availability time is chosen as a forwarder.  In Figure 5 
when C initiates interest forwarding, it collects neighborhood information 
through beacons, Vehicles 1,2,3,10,11,12 will send their information to Vehi-
cle C. MoDN -NDN chooses vehicles 1 and 3 as a forwarder, C updates its 
FIB, also Vehicles 1 and 3 updates its PIT. 

Similarly, Vehicles 3 and 6 choose their forwarders (Figure 6 and Figure 7). 
When the interest reaches Vehicle P where the content requested by C is 
cached, it checks its CS first, since the content is available it forwards the con-
tent toward C using PIT.

FIGURE 5
Interest Forwarding at node C
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FIGURE 6
Interest Forwarding at node 3

FIGURE 7
Interest Forwarding at node 6

4.2  Content Dissemination
MoDT-NDN solves the Reverse Path Partitioning problem that mainly occurs 
during the content dissemination process. Here the forwarders are selected 
based on stable link availability time and direction. Therefore, when vehicle 
X receives interest from vehicle Y, and if X is having the requested content, 
then it can disseminate the content in the reverse path by retrieving incoming 
interface information from PIT.
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Algorithm 1:  Forwarder ForwarderSelection(Vehiclei)

//Returns the forwarder that is chosen from a set of neighbors for the ith 
vehicle

1. Struct Vehicle
{
    ID: identifier
    P: GPS coordinates
    S: Velocity
    TS: TimeStamp
}Ni{} Neighbour set

2. Broadcast BEACON (IDi, Pi, Si, TSi) message to all the Vehicles 
in its Transmission Range

3. Receive BEACON (ID, P, S, DIR) messages from its neighbors

4. Max_LAT=0,k=0

5. For each received BEACON(j)

6.       Calculate LATj and θk

7.       If(θk == 0) then

8.               Forwarder[k]=j; LAT[k]=LATj ; k++;

      Endif

9. For each Forwarder[k]
              If(LAT[k]> Max_LAT)

10.                       Max_LAT   =LAT[k]
                      F=k;

11. Return F

Algorithm 2: Consumerinterestforwarding ()

1. At Consumer

2.     C-Consumer

3.     P-Producer

4.     F-Forwarder

5.     Ii-Interest

6.     C initiates the search of the interest Ii

7.     Sets the timer for interest Ii

8.     F=ForwarderSelection ()

9.     Send the interest to F

10.     Add F to FIB for the interest Ii

292



	I nterest Forwarding in Vehicular Ad hoc Networks	 67

Algorithm 3: Forwarderinterestforwarding ()

1.   At Forwarder

2.         Checks the content store CS

3.

4.         If the content is available

5.        �       Return the content to the consumer by retrieving the for-
warder address from PIT

6.         else

7.           Check the PIT

8.         If the interest available in the PIT

9.      �     Discard the interest Ii, append the forwarder address for the 
Interest Ii in PIT

10.         Else

11.

12.             Add the interest to the PIT

13.       �      Set the Forwarder address as the Incoming interface for 
Interest Ii  in PIT

14.         F=ForwarderSelection ()

15.         Send the interest to F

16.         Add f to FIB

Algorithm 4: ContentForwarding ()

1. When Content is received,

2. If the received node is  not a Consumer

3.           Check for interest in PIT

4.           Locate the source for the Interest Ii

5.           Forward the content to the source

6. Add the content to the content store

7. Remove the interest from PIT

5  PERFORMANCE EVALUATION

MoDT-NDN-based VANET is evaluated with the NS3 simulator and com-
pared to the classic-NDN algorithm and the RA-NDN. Classic NDN searches 
for content using three data structures, CS, PIT, and FIB, but it uses blind 
flooding to forward the interest message, resulting in a broadcast storm and 
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FIGURE 8
Forwarder Selection Process

network partitioning problem. RA-NDN employs a specialized infrastruc-
ture, a standalone RSU, to effectively store the contents, which improves con-
tent search; however, it retains the traditional NDN approach for interest 
forwarding and content search. MoDT-NDN focuses primarily on an interest-
forwarding strategy that prevents broadcast storms and reverse path partition-
ing. It also employs standalone RSU to avoid the issue that arises as a result 
of the vehicle that cached the content moving out of the zone. The mobility 
model is created using VANET MOBISIM. For radio propagation, the Naka-
gami-m model is used, and the MAC layer is implemented using IEEE 802.11 
DCF. The received signal strength is represented by a dual-slope piecewise 
linear model [3]
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FIGURE 9
Interest Forwarding at Forwarder
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Here, “d is the distance between i and j. P d0( ) denotes the signal strength 
throughout the distance d0. α α1 2and  are path loss components, dc is the 

critical distance which is computed as dc
i j=

∝ ∝4

λ
 where ∝ ∝i jand  denotes 

the antenna heights of vehicles i and j. λ  denotes the wavelength of the 
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electromagnetic wave at 5.9 GHz. χσ χσ1 2and  are zero-mean normally dis-
tributed random variables with the standard deviation σ σ1 2and  respec-
tively”.

5.1  Simulation
The Simulation scenario is designed as a two-way highway with four zones. 
The Poisson distribution is used to place vehicles on the road. The number 
of vehicles per km ranges from 10 to 200. The road length between zones is 
approximately 10 km. Three NDN protocols are compared here: Classic 
NDN, RA-NDN, and MoDT-NDN, with simulation results, averaged over 
50 runs.

5.2  Performance Metrics

1.	 Network Load (NL): Total number of interest packets generated in the 
network

	 NL Number of interest packets generated byeach vehic
i

N

=
=
∑

1

lle, 	  

	 where xi  is the number of generated interests from vehicle i and N is the 
number of vehicles in the network.

2.	 Packet Delivery Ratio (PDR): Ratio of the number of packets of interest 
successfully reached the producer and the number of interest packets 
generated

	
PDR

Number of interest packets that arereceived

sucei

N

=
=∑ 1 sssfully by the producerfrom thevehiclei

NL

	

3.	 Average Latency: Average time that a packet has taken to reach the pro-
ducer from the consumer node.

	 AL
timetakenbyeach sucessful packet toreach produ

i

N

= =∑ 1
ccer

NL
	

	 Where ti  is the time taken by an interest packet to reach the producer 
from the consumer.

4.	 Packet loss: Average number of packets that are dropped in the network.

	 Packet loss
Number of packets that aredropped

NL
i

N

= =∑ 1 	
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5.	 Throughput: Rate of successful interest packet delivery in the network

	 Throughput
Total number of packets generated in thenetwor

=
kk

Total timethat isrequired by each packet toreach prodducer
	

6.	 Average velocity: Average speed taken by the vehicles to travel in each 
direction

	 AverageVelocity
Total Speed of all vehicles travellingin

=
all directions

Total Number of vehicles travellinginall directions
	

5.3  Performance Analysis
Figure 10 depicts a comparison of vehicle density and packet delivery ratio. 
The graph shows that the network is initially sparse because the number of 
vehicles is low, so PDR is also low. As a result, the forwarder selection pro-
cess becomes extremely difficult. When network density increases, PDR 
improves as well.

Figure 11 illustrates the relationship between vehicle density and latency. 
Because classic NDN employs a flooding strategy, the time required to reach the 
destination node is lengthy. RA-NDN does not employ any specialized forward-
ing strategy but instead employs RSUs, which eliminates the problem of infinite 
content search and, as a result, reduces latency. MoDT selects only a few for-
warders based on direction and Link Availability time to eliminate broadcast 
storms, reducing latency even further when compared to RA-NDN.

From Figure 12, it is evident that Packet Delivery Ratio dips when velocity 
increases. In MoDT-NDN we consider speed along with direction for interest 

Parameter Value

Physical Layer Nakagami-m

MAC Layer 802.11 DCF

Transmission range 200m

Simulation duration 500 s

Number of Vehicles 10-200 Vehicles/Km

Road Length 10 km

Number of Lanes 2

Zones 4

Interest Life time 4 s

Vehicle Maximum speed 80 Km/hr

Interest packet size 25 bytes

Simulation runs 50

TABLE 1
Simulation Parameter
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FIGURE 11
No. of Vehicles Vs Latency

FIGURE 10
No. of Vehicles Vs PacketDeliveryRatio

forwarding, therefore compared to classic-NDN and RA-NDN, MoDT-NDN 
yields better results.  

When the velocity of a vehicle increases, it affects the latency in interest 
forwarding. In Figure 13, we can conclude that latency in MoDT-NDN is less 
than in classic-NDN and RA-NDN.

Figure 14 represents the PDR for various vehicle densities as the vehicle’s 
velocity increases. PDR may decrease when the velocity increases rapidly, 
but it improves significantly when the vehicle density increases.

Figure 15 shows when the vehicle density is less, the packet generation 
rate is less, therefore packet drop is also less. But when the vehicle density 
increases, packet drop also increases, compared to the other two techniques, 
the packet drop rate is less in MoDT-NDN.
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FIGURE 13
Velocity Vs Latency

Figure 16 captures how throughput improves as the number of vehicles in the 
network grows. According to the graph, the most important reason for this 
increase in MoDT-NDN is its simplicity, which ensures a high packet delivery 
ratio. Because it uses an On-demand approach and selects the forwarder solely 
based on information from the beacon messages, the forwarder selection process 
is simplified, which reduces the packet’s latency to reach the destination.

Figure 17 proves that traffic load is reduced in MoDT-NDN. The primary 
reason for this is that it chooses only a few forwarders to forward the interest 
packet to avoid unnecessary flooding.

FIGURE 12
Velocity Vs PacketDeliveryRatio
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FIGURE 15
No. of Vehicles Vs PacketLoss

6  CONCLUSION

Searching for content whose source is not known is time-consuming. This task 
is made easier by named data networking, in which interest is broadcasted in 
search of content. When the content is discovered, it is directed to the con-
sumer. The primary task for content dissemination in VANET is interest for-
warding. The most common problems encountered during interest forwarding 
are broadcast storm and network partitioning. To select the forwarder, we 
devised a novel strategy that combines a hybrid approach with direction and 
velocity. In terms of packet delivery ratio and latency, simulation results show 

FIGURE 14
No. of Vehicles Vs PacketDeliveryRatio Vs Velocity
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FIGURE 17
No. of Vehicles Vs TrafficLoad

FIGURE 16
No. of Vehicles Vs Throughput

that MoDT-NDN outperforms classic NDN and RA-NDN. In the future, evalu-
ating the trustworthiness of the content could be done to ensure its authenticity.
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Abstract: The widespread use of interoperability and interconnectivity of computing systems is becoming indispensable for enhancing our day-to-day actions. The 
susceptibilities deem cyber-security systems necessary for assuming communication interchanges. Secure transmission needs security measures for combating the threats 
and required developments to security measures that counter evolving security risks. Though firewalls were devised to secure networks, in real-time they cannot detect 
intrusions. Hence, destructive cyber-attacks put forward severe security complexities, requiring reliable and adaptable intrusion detection systems (IDS) that could monitor 
unauthorized access, policy violations, and malicious activity practically. Conventional machine learning (ML) techniques were revealed for identifying data patterns and 
detecting cyber-attacks IDSs successfully. Currently, deep learning (DL) methods are useful for designing accurate and effective IDS methods. In this aspect, this study 
develops an intelligent IDS using enhanced arithmetic optimization algorithm with deep learning (IIDS-EAOADL) method. The presented IIDS-EAOADL model performs data 
standardization process to normalize the input data. Besides, equilibrium optimizer based feature selection (EOFS) approach is developed to elect an optimal subset of 
features. For intrusion detection, deep wavelet autoencoder (DWAE) classifier is applied.  Since the proper tuning of parameters of the DWNN is highly important, EAOA 
algorithm is used to tune them. For assuring the simulation results of the IIDS-EAOADL technique, a widespread simulation analysis takes place using a benchmark dataset. 
The experimentation outcomes demonstrate the improvements of the IIDS-EAOADL model over other existing techniques 
 
Keywords: arithmetic optimization algorithm; deep learning; feature selection; intrusion detection; security 
 
 
1 INTRODUCTION 
 

The usage of Internet applications and services is 
gradually increasing in number of applications like e-
commerce and e-learning, which escalates concerns 
regarding privacy and security. With this usage, breaching 
cybersecurity using additional and recently established 
hacking and phishing tools has simultaneously improved 
for violating the Integrity, Confidentiality, and Availability 
(CIA) principles. Malicious software (malware) refers to a 
code that allows to bypass access controls, steal data, or 
compromise or harm an Internet of Things (IoT) system, a 
software system, or a computer network [1]. For this 
reason, dissimilar protection approaches like anti-malware, 
firewalls, and encryption tools were employed to prevent 
cyberattacks, whereas digital forensics technique has been 
utilized to examine the attacks. The emergence of new 
cyberattacks and zero-day attacks makes the defence 
against them considerable security problems in the 
extensive network [2]. An Intrusion Detection System 
(IDS) can be referred to software application or device that 
is regarded as a defensive wall. The basic function of the 
IDS is to monitor the behaviour and activity of network 
traffic for identifying malicious and abnormal activities 
and generate reports and alerts of these behaviours. Fig. 1 
depicts the architecture of IDS. 
 

 
Figure 1 Framework of Intrusion Detection Systems 

The IDS would be referred as software or hardware 
system that works in an automatic manner which helps to 
monitor the actions which are carried out within the 
system. It is widely applied with respect to security method 
and IDS alert is used for system administrators to produce 
a log based on attack while it predicts the occurrence of any 
event in host or a network. The IDS can be implemented 
inside a network on the basis of required action. It is used 
for detecting the attacks based on maximum patterns and 
procedures that have distinct signature. Thus, prediction of 
IDS improves the number of rules. However, presence of 
massive rules does not refer the input data to be related 
with alternate procedures. Hence, more amounts of rules 
tend to machine overhead. Rather than using a typical IDS, 
an intelligent and robust IDS is required because different 
systems have the capacity of hiding suspicious network 
traffic [3]. The classification of IDS depends on different 
conditions namely the data source and the response and 
detection models. Network-and Host-based models are the 
most important classes of IDS based on the data source, 
whereas signature-and anomaly based models are the 
major technologies based on the detection technique [4]. 
IDS handles an enormous quantity of data in the network 
traffic where data contains irrelevant, noisy, and redundant 
features that affect the performance of IDS and consume 
further resources. Consequently, dimension reduction was 
required for enhancing the efficacy of IDS [5]. 

With adequate computing power and massive quantity 
of information gathered from interconnected devices [6], 
DL model has been taken into account to improve the 
security of IoT with respect to user behaviors analysis, 
intrusion detection, privacy preserving, and vulnerabilities 
[7]. DL technique and particularly CNN is used to identify, 
learn, and extract complicated patterns and features 
directly from raw IoT information thereby enhancing the 
utility of the devices to effectively potential possible 
attacks and threats in the IoT platform [8]. Furthermore, 
DL model is very effective in automated feature extraction 
instead of dependent on conventional machine learning 
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(ML) method that demands handcrafted statistical features. 
Over the last few years, researcher workers had proposed 
different approaches for IDSs [9]. Various ML approaches 
have been developed for security problems. Additionally, 
DL model is utilized in IoT environments like generative 
adversarial networks (GAN) to improve the device utility 
and secure user private information [10]. Feature selection 
techniques have proven great performance in IDS with 
different classifications. Recently, metaheuristics 
optimization algorithm has been devised for many 
challenging issues, involving feature selection. 

This study develops an intelligent IDS using enhanced 
arithmetic optimization algorithm with deep learning 
(IIDS-EAOADL) method. The presented IIDS-EAOADL 
method performs data standardization process to normalize 
the input data. Besides, equilibrium optimizer based 
feature selection (EOFS) approach is developed to elect an 
optimal subset of features. For intrusion detection, deep 
wavelet autoencoder (DWAE) classifier is applied.  Since 
the proper tuning of parameters of the DWNN is highly 
important, EAOA algorithm is used to tune them. For 
assuring the simulation results of the IIDS-EAOADL 
technique, a widespread simulation analysis takes place 
using benchmark dataset.   
 
2 RELATED WORKS 
 

In [11], an artificial neural network (ANN) can be used 
for the detection of abnormal action in a medical IoT 
mechanism. The detection precision is based on the 
features that were granted to the ANN. The crucial and 
challenging problem of network traffic is choosing the 
significant and discriminatory features as it has a 
substantial effect on the learning procedure. In this 
presented technique, the butterfly optimized approach is a 
metaheuristic optimized technique used for selecting the 
best features for the learning procedure in an ANN. Fatani 
et al. [12] introduce a potential AI-related system for IDS 
in IoT systems. The metaheuristics (MH) algorithms and 
deep learning advancements are used by the authors that 
ensure effectiveness in resolving complicated engineering 
complexities. Moreover, feature extracting technique 
utilizing CNN is devised by the authors for extracting 
appropriate features. In addition, the authors advanced an 
innovative feature selecting approach utilizing an 
innovative variant of the transient search optimization 
(TSO) technique, termed TSODE, and leverage the 
operatives of differential evolution (DE) method. 

Alzaqebah et al. [13] present an altered bio-inspired 
approach, which is the GWO that improves the efficiency 
of the IDS in identifying normal as well as anomalous 
traffic in the networks. The key developments include the 
smart initializing stage that integrates the filter and wrapper 
techniques for assuring the informative features that are 
added in initial iterations. Moreover, to tune the parameters 
of ELM, the authors approved the Extreme Learning 
Machine (ELM), modified GWO, and high-speed 
classification method. Fatani et al. [14] projected creative 
feature selecting and extracting algorithms for the IDS by 
making use of the benefits of the swarm intelligence (SI) 
approaches. Additionally feature extracting system based 
on the CNN is devised by the author. Then an alternative 

feature selection (FS) method utilizing the recently 
advanced Aquila optimizer (AQU) and SI algorithm. 

In [15], an IDS can be presented that uses ML and data 
mining ideas for detecting network intrusion paradigms. In 
the presented technique, an ANN was utilized as a learning 
technique. The meta-heuristic algorithm including the 
swarm-related method can be employed for minimizing ID 
errors. To reduce ID error rate, the Grasshopper 
Optimization Algorithm (GOA) was utilized for more 
accurate and better learning of ANNs. The role of the 
GOAMLP method was to reduce the ID error in the NN 
through selection of valuable variables like weight and 
bias. In [16], an innovative IDS can be modelled that uses 
the butterfly optimization algorithm (BOA), for executing 
FS. And to assess the ability of the features which is chosen 
for predicting assaults, a multi-layer perceptron (MLP) 
classifier was employed. With a view to enhancing the 
MLP method, not just the gradient descent (GD) training 
approach along with 2 meta-heuristic techniques, GA, and 
PSO were employed for optimizing the classifier structure. 
In [17], a wrapper FS method for IDS is devised. This 
technique will make use of the pigeon inspired optimizer 
for using the selective procedure. A novel technique to 
binarize a continual pigeon inspired optimizer was 
modelled and made a comparison with the conventional 
way of binarizing continual SI methods. 
 
3 THE PROPOSED MODEL 
 

In this study, a new IIDS-EAOADL algorithm was 
presented for intrusion detection process. To attain this, the 
presented IIDS-EAOADL model performs data 
standardization process to normalize the input data. Next, 
a novel EOFS technique is developed to elect an optimal 
subset of features. Followed by, the EAOA with DWAE 
classifier is applied to recognize and classify intrusions. 
Fig. 2 demonstrates the block diagram of the IIDS-
EAOADL approach. 
 

 
Figure 2 Block diagram of IIDS-EAOADL approach 

 
3.1 Feature Selection Using EOFS Model 
 

In this study, a novel EOFS technique is formulated to 
elect an optimal subset of features. The EO algorithm is a 
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metaheuristic technique stimulated by the law of physics 
that is used to evaluate the equilibrium state [18]. Similar 
to other optimization techniques, the EO algorithm 
originated from initial population of the particles. The 
following equation demonstrates the initial population of 
the EOA with n particles. 
 

 Min Max Min , 1, 2, 3, ..., z
'

zP P P P z n                    (1) 

 

where '
zP  indicates the primary concentration of particle 

Max, z P  represents maximal number of dimensions, MinP   

signifies minimal number of dimensions, 𝑛 depicts overall 
amount of particles, and z  implies random value lies in 

[0, 1]. For finding the equilibrium state of particle, all the 
particles in the population are estimated to define the 
objective function. Next, the concentration updating 
approach is carried out according to the equilibrium pool 
that comprises 4 optimum candidate particles and it is 
mathematically expressed as follows. 
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r r

g
P P P ff P
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Now, P denotes present concentration vector, Pr shows 

random concentration vector, generation rate is represented 
by gR, the exponential term is indicated by f, and the 
random vector is characterized by γ which is fixed to [0, 1]. 

Furthermore, the exponential term f and generation 
rate gR are evaluated as follows. 
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Here, R1 and R2 indicate the random values within        

[0, 1], λ represents the random vector amongst zero and 
one, C1 and C2 are constants set to 2 and 1, 
correspondingly. Likewise, the generation probability gR is 
fixed to 0.5; t and tMax depicts existing and overall 
iterations, correspondingly. 

Next, every concentration vector of the particle was 
restored based on the contribution. The first term 
demonstrates the random concentration vector gained from 
the creation of equilibrium pool. The final two terms 
examine the concentration difference and are responsible 
for precise exploration and exploitation. Therefore, EO 
algorithm accomplishes optimum solution from the search 
space.  

The fitness function (FF) of the EO-FS technique will 
consider the classifier accuracy and the selected features 
count. It optimizes the classifier accuracy and reduces the 
set sizes of features which are chosen. Thus, the subsequent 
FF can be employed for evaluating separate solutions, as 
given in Eq. (4). 
 
 

 1
# SF

Fitness ErrorRate
# All _ F

                         (4) 

 
where as ErrorRate denotes the classifier error rate 
utilizing the features which are selected. ErrorRate can be 
the complement of the classifier accuracy, #SF refers to the 
selected attributes count and #All_F was the total count of 
features in the original data. α can be employed to control 
the significance of subset length and classification quality. 
In these experiments, α indicates set to 0.9. 
 
3.2 Intrusion Detection Using DWAE Model 
 

To identify and categorize intrusions, the DWAE 
model is applied. The standard autoencoder (AE) features 
robustness, strong inference ability, and unsupervised 
feature learning capability [19]. The property of WT has 
time-frequency localization and focal features. As a result, 
it is necessary to integrate wavelet transform and typical 
AE to resolve the real time problems. This study presents 
a novel type of unsupervised neural network named 
"DWAE" that could catch non-stationary vibration signals 
and characterize complicated data. The WAE applied the 
wavelet function as activation function in conventional 
state, which defined diverse resolutions. 
 

 ' 'ˆX Y b                                                                         (5) 

 

In Eq. (5), X̂  shows the outcomes of the recreated 
vector,   signifies kernel vector, 'b  designates bias value, 
and   indicates an error value added in the process of BP. 
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where as: φ indicates the wavelet activation function. 

 1, 2, ..., ly r n  shows the l-th dimension input of 

training instance, 

 1, 2, ..., ijv r g  refers to the weight connecting 

between 1the hidden unit 𝑖 and input unit. 
bi and ei represents  1, 2, ..., ijv r g  transmitted the 

scale and shift factors of wavelet activation function for the 
hidden unit i. 
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Like typical AE, we select the output layer activation 
function as sigmoid function. Next, the output of deep 
WAE is evaluated as follows: 
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Now, ŷ  indicates i the recreated dimension output of 

training instances, and vri shows the weight connecting 
between hidden r and i. 
 
3.3 Parameter Tuning Using EAOA 
 

Since the proper tuning of parameters of the DWNN is 
highly important, EAOA algorithm is used to tune them 
[20]. The elementary AOA operation includes 
initialization, exploration, and exploitation. 

(a) Initialization. Candidate solution (XA) is randomly 
produced. The present population is characterized as the 
matrix XA. The dimension is represented as DM. The 
number of individuals can be signified as NP. The 
optimally accomplished solution was the better solution for 
all the iterations. 
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The search phrase was selected as an exploitation or 

exploration stage using MOA function as follows. 
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In Eq. (11), Miter denotes the maximal amount of 

iterations. The present iteration is represented as iter. The 
maximum and minimum MOA values were maxiter and 
miniter, correspondingly. maxiter and miniter are 
variables that are defined as specific values in advance of 
start of AOA. maxiter and miniter are fixed as 0.2 and 1, 
correspondingly.  

At last, the better solution for the existing iteration is 
the ideal solution. The present optimum fitness is 
compared with the prior optimum fitness, and the lowest 
value was used to define the final optimum solution. The 
EAOA technique is derived from the use of chaotic 
concepts with the AOA. Chaotic mapping refers to multi-
variate non-linear functions that are used for nonlinear 
deterministic prediction of time sequences dataset to 
population, thus enhancing the global searching ability of 
AOA. In this work, circle chaotic mapping is utilized in the 
AOA to enhance the initialization population. 

The circle map is formulated below: 

     1 2 sin 2 1kx x b P x mod                            (12) 

 
where b = 0.2, and P = 0.5 refers to the control variable. 

The EAOA algorithm will derive an FF for achieving 
enhanced classifier outcomes. It sets a positive value for 
indicating superior performance of the candidate solutions. 
In this article, the reduction of the classifier will be 
regarded as the FF, as shown in Eq. (13). 
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100
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4 RESULTS AND DISCUSSION 
 

In this section, the experimental validation of the IIDS-
EAOADL method is tested using the NSLKDD dataset. 
The presented IIDS-EAOADL model has chosen a set of 
19 features from the existing 42 features as shown in Tab. 
1. 
 

Table 1 Dataset details 
Class No. of Samples 

Normal 77053 
DoS 53385 

Probe 14078 
R2L 3882 
U2R 119 

Total Number of Samples 148517 

 
The parameter setting is given as follows: Population 

size: 10, HCMR: 0.99, PAR: 0.33, fw/bw: 0.01. It has 
148517 number of samples which falls under two 
categories namely normal and anomaly.  

Fig. 3 exemplifies the set of confusion matrices formed 
by the IIDS-EAOADL model. On entire dataset, the IIDS-
EAOADL method has categorized 76251 instances into 
normal class, 52541 instances into DoS class, 13621 
instances into Probe, 3405 instances into R2L, and 0 
instances under U2R. Also, on 70% of TR data, the IIDS-
EAOADL approach has categorized 53359 instances into 
normal class, 36882 instances into DoS class, 9414 
instances into Probe, 2377 instances into R2L, and 0 
instances under U2R.  In addition, on 30% of TS data, the 
IIDS-EAOADL technique has categorized 22892 instances 
into normal class, 15659 instances into DoS class, 4207 
instances into Probe, 1028 instances into R2L, and 0 
instances under U2R. 

Tab. 2 provides overall IDS outcomes of the            
IIDS-EAOADL model. Fig. 4 demonstrates brief IDS 
results of the IIDS-EAOADL method on entire dataset. 
The figure highlighted that the IIDS-EAOADL approach 
has reached enhanced performance in every class label. For 
example, on normal class, the IIDS-EAOADL method has 
obtained accuy of 98.82%, precn of 98.78%, recal of 
98.96%, Fmeasure of 98.87%, and MCC of 97.64%. 
Simultaneously, on probe class, the IIDS-EAOADL 
algorithm has gained accuy of 99.21%, precn of 94.97%, 
recal of 96.75%, Fmeasure of 95.85%, and MCC of 95.42%. 
Concurrently, on R2L class, the IIDS-EAOADL method 
has obtained accuy of 99.34%, precn of 87.11%, recal of 
87.71%, Fmeasure of 87.41%, and MCC of 87.07%. 
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Figure 3 Confusion matrices of IIDS-EAOADL approach (a) Entire dataset, (b) 

70% of TR data, and (c) 30% of TS data 
 
Table 2 Result analysis of IIDS-EAOADL algorithm with distinct class labels and 

measures 
Labels Accuracy Precision Recall Fmeasure MCC 
Entire Dataset 
Normal 98.82 98.78 98.96 98.87 97.64 
DoS 99.08 99.01 98.42 98.71 97.99 
Probe 99.21 94.97 96.75 95.85 95.42 
R2L 99.34 87.11 87.71 87.41 87.07 
U2R 99.92 00.00 00.00 00.00 -0.01 
Average 99.27 75.97 76.37 76.17 75.62 
Training Phase (70%) 
Normal 98.78 98.72 98.94 98.83 97.56 
DoS 99.07 99.01 98.39 98.70 97.97 
Probe 99.21 94.90 96.71 95.80 95.36 
R2L 99.32 86.78 87.45 87.12 86.77 
U2R 99.91 00.00 00.00 00.00 -0.01 
Average 99.26 75.88 76.30 76.09 75.53 
Testing Phase (30%) 
Normal 98.92 98.91 99.01 98.96 97.83 
DoS 99.10 98.99 98.49 98.74 98.04 
Probe 99.21 95.12 96.85 95.97 95.54 
R2L 99.38 87.86 88.32 88.09 87.77 
U2R 99.94 00.00 00.00 00.00 00.00 
Average 99.31 76.18 76.53 76.35 75.84 

 
Fig. 5 establishes the detailed IDS results of the IIDS-

EAOADL approach on 70% of TR data. The figure 
emphasized the IIDS-EAOADL methodology has reached 
enhanced performance in all classes. For example, on 
normal class, the IIDS-EAOADL approach has reached 
accuy of 98.78%, precn of 98.72%, recal of 98.94%, Fmeasure 
of 98.83%, and MCC of 97.56%. Concurrently, on probe 
class, the IIDS-EAOADL method has achieved accuy of 
99.21%, precn of 94.90%, recal of 96.71%, Fmeasure of 
95.80%, and MCC of 95.36%. Parallelly, on R2L class, the 
IIDS-EAOADL approach has attained accuy of 99.32%, 
precn of 86.78%, recal of 87.45%, Fmeasure of 87.12%, and 
MCC of 86.77%. 

 
Figure 4 Average analysis of IIDS-EAOADL algorithm under entire dataset 

 

 
Figure 5 Average analysis of IIDS-EAOADL algorithm under 70% of TR data 

 
Fig. 6 portrays the comparative IDS results of the 

IIDS-EAOADL algorithm on 30% of TS data. The figure 
pointed that the IIDS-EAOADL methodology has reached 
enhanced performance under all classes. For example, on 
normal class, the IIDS-EAOADL approach has attained 
accuy of 98.92%, precn of 98.91%, recal of 99.01%, Fmeasure 
of 98.96%, and MCC of 97.83%. At the same time, on 
probe class, the IIDS-EAOADL approach has acquired 
accuy of 99.21%, precn of 95.12%, recal of 96.85%, Fmeasure 
of 95.97%, and MCC of 95.54%. Simultaneously, on R2L 
class, the IIDS-EAOADL method has attained accuy of 
99.38%, precn of 87.86%, recal of 88.32%, Fmeasure of 
88.09%, and MCC of 87.77%. 

The training accuracy (TRA) and validation accuracy 
(VLA) achieved by the IIDS-EAOADL approach under 
test dataset is shown in Fig. 7. The experimental outcome 
denotes the IIDS-EAOADL approach has acquired 
maximal values of TRA and VLA. Seemingly the VLA is 
greater than TRA. 

The training loss (TRL) and validation loss (VLL) 
obtained by the IIDS-EAOADL technique under test 
dataset are displayed in Fig. 8. The experimental result 
highlighted the IIDS-EAOADL algorithm has exhibited 
minimal values of TRL and VLL. Particularly, the VLL is 
lesser than TRL. 
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A clear precision-recall inspection of the IIDS-
EAOADL method under test dataset is depicted in Fig. 9. 
The figure represented the IIDS-EAOADL methodology 
has resulted in enhanced values of precision-recall values 
in every class label. 
 

 
Figure 6 Average analysis of IIDS-EAOADL algorithm under 30% of TS data 

 

 
Figure 7 TRA and VLA analysis of IIDS-EAOADL algorithm 

 

 
Figure 8 TRL and VLL analysis of IIDS-EAOADL algorithm 

A brief ROC study of the IIDS-EAOADL approach in 
test dataset is portrayed in Fig. 10. The outcomes pointed 
that the IIDS-EAOADL method has displayed its 
capability in classifying different classes.  
 

 
Figure 9 Precision-recall analysis of IIDS-EAOADL algorithm 

 

 
Figure 10 ROC curve analysis of IIDS-EAOADL algorithm 

 
Tab. 3 presents a comparative analysis of the IIDS-

EAOADL method with recent models [12]. A detailed 
accuy examination of the IIDS-EAOADL model with other 
IDS models is given in Fig. 11. These results denoted the 
MFO, TSO, and GWO techniques have exhibited 
ineffectual outcome with reduced accuy values of 95.90%, 
96.41%, and 96.51% respectively. Followed by, the BAT 
algorithm has attained slightly improvised accuy 𝑎𝑐𝑐𝑢௬ of 
98.35%. In line with, the MVO and TSODE techniques 
have resulted in reasonable accuy of 99.20% and 99.16% 
respectively. But the IIDS-EAOADL model has 
accomplished maximum accuy of 99.31%. 
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Table 3 Comparative analysis of IIDS-EAOADL approach with existing 
methodologies 

Methods Accuracy Running Time / sec 
IIDS-EAOADL 99.31 0.860 
MVO Algorithm 99.20 6.400 
GWO Algorithm 96.51 1.117 
MFO Algorithm 95.90 3.617 
BAT Algorithm 98.35 6.483 
TSODE Algorithm 99.16 8.450 
TSO Algorithm 96.41 2.550 

 

 
Figure 11 Accuracy analysis of IIDS-EAOADL approach with existing 

methodologies 
 

A comprehensive RT review of the IIDS-EAOADL 
approach with other IDS methods is given in Fig. 12. These 
results denote that the MVO, TSODE, and BAT 
approaches have exhibited ineffectual outcome with higher 
RT of 6.4 s, 6.483 s, and 8.450 s correspondingly.  
 

 
Figure 12 RT analysis of IIDS-EAOADL approach with existing methodologies 

 
Then, the MFO and TSO algorithms have gained 

slightly decreased RT of 3.617 s and 2.550 s 
correspondingly. In this context, the GWO method has 
resulted in reasonable RT of 1.117 s. But the                     
IIDS-EAOADL technique has exhibited minimal RT of 
0.860 s. These results affirmed the betterment of the IIDS-
EAOADL model over other models. 
 
 
 

5 CONCLUSION 
 

In this study, a new IIDS-EAOADL approach was 
presented for intrusion detection process. To attain this, the 
presented IIDS-EAOADL model performs data 
standardization process to normalize the input data. Next, 
a novel EOFS technique is developed to elect an optimal 
subset of features. Followed by, the DWAE classifier is 
applied to recognize and classify intrusions.  Since the 
proper tuning of parameters of the DWNN is highly 
important, EAOA algorithm is used to tune them. For 
assuring the simulation results of the IIDS-EAOADL 
technique, a widespread simulation analysis takes place 
using benchmark dataset. The experimentation results 
demonstrate the improvements of the IIDS-EAOADL 
method over other existing techniques. Thus, the presented 
IIDS-EAOADL technique can be utilized for maximum 
detection efficiency. In future, hybrid DL methods will be 
applied to further boost the overall intrusion classification 
outcomes. Also, the proposed work can be further 
improved by the use of data reduplication techniques. In 
addition, data encryption technique can also be employed 
for secure data transmission in cloud environment. 
 
6 REFERENCES 
 
[1] Almomani, O. (2021). A hybrid model using bio-inspired 

metaheuristic algorithms for network intrusion detection 
system. Computers, Materials & Continua, 68(1), 409-429. 
https://doi.org/10.32604/cmc.2021.016113 

[2] Dahou, A., Abd Elaziz, M., Chelloug, S. A., Awadallah, M. 
A., Al-Betar, M. A., Al-qaness, M. A., & Forestiero, A. 
(2022). Intrusion Detection System for IoT Based on Deep 
Learning and Modified Reptile Search Algorithm. 
Computational Intelligence and Neuroscience. 
https://doi.org/10.1155/2022/6473507 

[3] Hakkoymaz, V. (2020). Classifying Database Users for 
Intrusion Prediction and Detection in Data Security. Tehnički 
vjesnik, 27(6), 1857-1862. https://doi.org/10.17559/TV-
20190710100638 

[4] Premkumar, M., Sundararajan, T. V. P., & Mohanbabu, G. 
(2022). Dynamic Defense Mechanism for DoS Attacks in 
Wireless Environments Using Hybrid Intrusion Detection 
System and Statistical Approaches. Tehnički vjesnik, 29(3), 
965-970. https://doi.org/10.17559/TV-20210604113859 

[5] Khare, N., Devan, P., Chowdhary, C. L., Bhattacharya, S., 
Singh, G., Singh, S., & Yoon, B. (2020). Smo-dnn: Spider 
monkey optimization and deep neural network hybrid 
classifier model for intrusion detection. Electronics, 9(4), 
692. https://doi.org/10.3390/electronics9040692 

[6] Malibari, A. A., Alotaibi, S. S., Alshahrani, R., Dhahbi, S., 
Alabdan, R., Al-wesabi, F. N., & Hilal, A. M. (2022). A 
novel metaheuristics with deep learning enabled intrusion 
detection system for secured smart environment. Sustainable 
Energy Technologies and Assessments, 52. 
https://doi.org/10.1016/j.seta.2022.102312 

[7] Lateef, A. A. A., Al-Janabi, S. T. F., & Al-Khateeb, B. 
(2020). Hybrid intrusion detection system based on deep 
learning. 2020 IEEE International Conference on Data 
Analytics for Business and Industry: Way Towards a 
Sustainable Economy (ICDABI), 1-5. https://doi.org 
10.1109/ICDABI51230.2020.9325669 

[8] Kareem, S. S., Mostafa, R. R., Hashim, F. A., & El-Bakry, 
H. M. (2022). An effective feature selection model using 
hybrid metaheuristic algorithms for iot intrusion detection. 
Sensors, 22(4). https://doi.org/10.3390/s22041396 

314



S. KAVITHA et al.: Intelligent Intrusion Detection System using Enhanced Arithmetic Optimization Algorithm with Deep Learning Model 

1224                                                                                                                                                                                                       Technical Gazette 30, 4(2023), 1217-1224 

[9] Rai, A. (2020).Optimizing a new intrusion detection system 
using ensemble methods and deep neural network. IEEE 4th 
International Conference on Trends in Electronics and 
Informatics (ICOEI). 527-532. 
https://doi.org/10.1109/ICOEI48184.2020.9143028 

[10] Almomani, O. (2020). A feature selection model for network 
intrusion detection system based on PSO, GWO, FFA and 
GA algorithms. Symmetry, 12(6). 
https://doi.org/10.3390/sym12061046 

[11] Li, Y., Ghoreishi, S. M., & Issakhov, A. (2021). Improving 
the Accuracy of Network Intrusion Detection System in 
Medical IoT Systems through Butterfly Optimization 
Algorithm. Wireless Pers Commun, 126, 1999-2017. 
https://doi.org/10.1007/s11277-021-08756-x 

[12] Fatani, A., Abd Elaziz, M., Dahou, A., Al-Qaness, M. A., & 
Lu, S. (2021). IoT intrusion detection system using deep 
learning and enhanced transient search optimization. IEEE 
Access, 9, 123448-123464. 
https://doi.org/10.1109/ACCESS.2021.3109081 

[13] Alzaqebah, A., Aljarah, I., Al-Kadi, O., & Damaševičius, R. 
(2022). A Modified Grey Wolf Optimization Algorithm for 
an Intrusion Detection System. Mathematics, 10(6). 
https://doi.org/10.3390/math10060999 

[14] Fatani, A., Dahou, A., Al-Qaness, M. A., Lu, S., & Elaziz, 
M. A. (2021). Advanced feature extraction and selection 
approach using deep learning and Aquila optimizer for IoT 
intrusion detection system. Sensors, 22(1). 
https://doi.org/10.3390/s22010140 

[15] Moghanian, S., Saravi, F. B., Javidi, G., & Sheybani, E. O. 
(2020). GOAMLP: Network intrusion detection with 
multilayer perceptron and grasshopper optimization 
algorithm. IEEE Access, 8, 215202-215213. 
https://doi.org/10.1109/ACCESS.2020.3040740 

[16] Mahboob, A. S. & Moghaddam, M. R. O. (2020). An 
anomaly-based intrusion detection system using butterfly 
optimization algorithm. IEEE. 6th Iranian Conference on 
Signal Processing and Intelligent Systems (ICSPIS). 1-6. 
https://doi.org/10.1109/ICSPIS51611.2020.9349537 

[17] Alazzam, H., Sharieh, A., & Sabri, K. E. (2020). A feature 
selection algorithm for intrusion detection system based on 
pigeon inspired optimizer. Expert System with Applications, 
148. https://doi.org/10.1016/j.eswa.2020.113249 

[18] Wang, J., Yang, B., Li, D., Zeng, C., Chen, Y., Guo, Z., 
Zhang, X., Tan, T., Shu, H., & Yu, T. (2021). Photovoltaic 
cell parameter estimation based on improved equilibrium 
optimizer algorithm. Energy Conversion and Management, 
236(3). https://doi.org/10.1016/j.enconman.2021.114051 

[19] Balamurugan, T. (2021). Deep Wavelet Autoencoder Based 
Brain Tumor Detection Analysis Using Deep Neural 
Network. Turkish Journal of Computer and Mathematics 
Education (TURCOMAT), 12(11), 639-645. 

[20] Khatir, S., Tiachacht, S., Le Thanh, C., Ghandourah, E., 
Mirjalili, S., & Wahab, M. A. (2021). An improved Artificial 
Neural Network using Arithmetic Optimization Algorithm 
for damage assessment in FGM composite plates. Composite 
Structures, 273. 

  https://doi.org/10.1016/j.compstruct.2021.114287 
 

Contact information: 
 
S. KAVITHA, Assistant Professor 
(Corresponding author) 
Department of Computer Science and Engineering, 
Velammal College of Engineering and Technology, 
Madurai, India 
E-mail: kavithacsephd@gmail.com 
 
N. UMA MAHESWARI, Professor 
Department of Computer Science and Engineering, 
P.S.N.A. College of Engineering and Technology, 
Dindigul, India 
 
R. VENKATESH, Professor 
Department of Information Technology, 
P.S.N.A. College of Engineering and Technology, Dindigul, India 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

315



Diseño de un modelo clasificador para la predicción de cardiopatías mediante un 
modelo de grafos normalizados

Salud, Ciencia y Tecnología – Serie de Conferencias. 2024; 3:653
doi: 10.56294/sctconf2023653

ORIGINAL

Design of a Classifier model for Heart Disease Prediction using normalized graph 
model

B. Karthiga1
 , Sathya Selvaraj Sinnasamy1

 , V.C. Bharathi2,3
 , Azarudeen4

 , Sherubha. P5
 

ABSTRACT
 
Heart disease is an illness that influences enormous people worldwide. Particularly in cardiology, heart 
disease diagnosis and treatment need to happen quickly and precisely. Here, a machine learning-based 
(ML) approach is anticipated for diagnosing a cardiac disease that is both effective and accurate. The 
system was developed using standard feature selection algorithms for removing unnecessary and redundant 
features. Here, a novel normalized graph model (n – GM) is used for prediction. To address the issue of 
feature selection, this work considers the significant information feature selection approach. To improve 
classification accuracy and shorten the time it takes to process classifications, feature selection techniques 
are utilized. Furthermore, the hyper-parameters and learning techniques for model evaluation have been 
accomplished using cross-validation. The performance is evaluated with various metrics. The performance is 
evaluated on the features chosen via features representation. The outcomes demonstrate that the suggested 
(n – GM) gives 98 % accuracy for modeling an intelligent system to detect heart disease using a classifier 
support vector machine.

Keywords: Heart Disease; Classification; Prediction; Machine Learning; Hyper-Parameters.

RESUMEN
 
Las cardiopatías son una enfermedad que afecta a una enorme cantidad de personas en todo el mundo. 
Especialmente en cardiología, el diagnóstico y el tratamiento de las cardiopatías deben ser rápidos y 
precisos. En este trabajo se propone un enfoque basado en el aprendizaje automático (ML) para diagnosticar 
una enfermedad cardiaca de forma eficaz y precisa. El sistema se desarrolló utilizando algoritmos estándar 
de selección de características para eliminar las innecesarias y redundantes. Para la predicción se utiliza un 
nuevo modelo gráfico normalizado (n – GM). Para abordar el problema de la selección de características, este 
trabajo considera el enfoque de selección de características de información significativa. Para mejorar la 
precisión de la clasificación y reducir el tiempo que se tarda en procesar las clasificaciones, se utilizan técnicas 
de selección de características. Además, los hiperparámetros y las técnicas de aprendizaje para la evaluación 
de modelos se han realizado mediante validación cruzada. El rendimiento se evalúa con varias métricas. El 
rendimiento se evalúa en función de las características elegidas mediante la representación de características.
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Los resultados demuestran que el (n – GM) sugerido proporciona una precisión del 98 % para modelar un 
sistema inteligente de detección de enfermedades cardíacas mediante una máquina de vectores soporte 
clasificadora.

Palabras clave: Enfermedad Cardiaca; Clasificación; Predicción; Aprendizaje Automático; Hiperparámetros.

INTRODUCTION
The most serious health problem is heart disease (HD), which has affected many people worldwide.(1) Among 

the most common symptoms of HD are swollen feet, muscle weakness, and shortness of breath.(2) Current 
methods for diagnosing cardiac disease are not useful for early identification because of a number of issues, 
such as accuracy and execution time.(3) Therefore, researchers are developing an effective method for detecting 
heart disease. Without state-of-the-art tools and trained medical personnel, diagnosing and treating heart 
disease can be very difficult.(4) Numerous lives can be saved by an accurate diagnosis and appropriate care.(5) 
According to the European Society of Cardiology, there are an estimated 26 million HD patients worldwide, and 
3,6 million new cases are found each year.(6) Heart disease affects most people in the United States.(7) A doctor 
often diagnoses HD after patient's history review, physical exam outcomes and related symptoms. Moreover, 
the outcomes do not reliably identify HD. Additionally; analysis is computationally complex and challenging.(8) 
Creating a non-invasive system using ML classifiers is essential to address these problems. The HD is successfully 
predicted by the expert system using ML and ANN. The death rate is predicted based in some studies.(9,10) 

Several researchers(11,12) used online available to address the HD identification issue. During testing and 
training, ML predictive approachesneedsuitable data. ML model performance improves if balanced datasets are 
employed for testing and training. Furthermore, the model's predictive skills are enhanced by incorporating 
appropriate and pertinent elements from the data. To increase model performance, data balancing and feature 
selection are therefore crucial. Numerous researchers have suggested different diagnosis methods in the 
literature, but these methods do not reliably diagnose HD. Data preprocessing is essential for data normalization, 
which helps machine learning models predict outcomes more accurately.(13) The authors suggested ML-based 
diagnosis approach for identifying HD. Various prediction models are utilized to identify HD. Some features 
were chosen using the current feature selection algorithms mRMR, Relief, LASSO and local features selection. 
Additionally, conditional mutual information features selection approach is also used. The optimum hyper-
parameters are chosen with 10-fold CV technique for validation purpose.(14) Furthermore, the performance 
of the classifier is gauged using a range of performance measures. The HD dataset is used to evaluate the 
strategy. The effectiveness is evaluated in comparison to other methods.(15) However, all these techniques fail 
to fulfill the research requirements. The anticipated model attempts to fulfill the requirements. The study's 
contributions are as follows:

• The first attempt is to resolve the feature selection issues using pre-processing approaches and suitable 
feature selection approach. These features are provided to efficient classifiers to determine which classifier 
gives superior outcomes regarding accuracy and other evaluation metrics.

• To increase prediction accuracy and shorten computation times, the authors also introduced the novel 
normalized graph model () algorithm for feature selection. The suggested algorithm's selected features are 
evaluated to features chosen by the standard prevailing algorithms to see how well the classifiers performed. 
Any weak dataset properties show an impact on classifier performance.

• Finally, it is suggested that the  heart disease identification may successfully identify HD.
The study is set up like this: Section 2 offers a thorough study of the advantages and disadvantages of various 

strategies. The approach is described in part 3, while section 4 contains the results. Section 5's summary comes 
after it.

Related works
Investigators have recommended various ML approaches for HD prediction. To project the significance 

of various approaches, this work includes learning-based approaches that are now in use. Karthiga et al.(11) 
developed the HD classification system, which has a 77 % accuracy rate thanks to machine learning classification 
algorithms. Evolutionary and feature selection techniquesareemployed to the online dataset. In different 
investigation, Beyence et al.(12) modeled a HD prediction and categorization approach utilizing MLP and SVM 
algorithms and attained 80,41 % accuracy. The classification system accuracy was 87,4 %. Using enterprise 
miner, a statistical measurement system, an ANN-based prediction for HD was constructed by Rahman et al.(13) 
with sensitivity, accuracy, and specificity values of 89 %, 80 %, and 95 %. An study(14) developed a method for 
diagnosing HD based on ML. Both the FS algorithm and the ANN-DBP method had good results. A system of 
expert medical diagnosis was developed by Goel et al.(15) for the identification of HD. During the system's 
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development, Artificial Neural Networks (ANN), Decision Trees (DT), and Navies Bays (NB) were employed as 
predictive machine learning models.(16,17,18,19,20) ANN obtained an accuracy of 88,12 %, NB obtained 86,12 %, and 
the DT classifier obtained 80 % accuracy. Jenzi et al.(21) modeled three-stage design based on ANNand achieved 
88 % accuracy.

For HD diagnosis, Kalaiselvi et al.(22) created amerged medical DSS based on ANN and fuzzy model.
(23,24,25,26,27,28,29,30,31) The accuracy attained was 91 %. An HD categorization using relief and rough set was proposed 
by Masethe et al.(32) The technique shows the classification accuracy of 92 %. 

An HD identification approach utilizing feature selection and classification algorithms were proposed 
in.(33,34,35) Here, Sequential Backward Selection Algorithm is employed. K-NN performanceis tested on both 
feature set and feature subset.(36,37,38,39,40,41,42,43,44,45) 

The suggested procedure produced excellent accuracy. Raju et al.(46) modeled a hybrid ML-based HD 
prediction in different works. Additionally, a superior approach for selecting essential features is designed from 
the data using ML classifiers. The accuracy rate of their classification was 88,07 %. This model was useful for 
several studies and develop another models.(47,48,49,50,51,52,53,54,55,56,57,58) 

An improved SVM-based duality optimization technique Venkatalakshmi et al.(59) created HD detection tools. 
To better understand the significance of our suggested strategy, All of these technologies that are in use now use 
different approaches to identify HD in its early stages. Furthermore, the computation time of these approaches 
is high and the accuracy is low. For better treatment and recovery, HD detection needs to be improved in order 
to make accurate and efficient early predictions.(60,61) As such, the main problems with these earlier methods 
are their poor accuracy and long computation durations, which may be caused by the presence of unnecessary 
features in the dataset. New techniques are required for the precise identification of HD in order to address 
these issues. There is a great need for additional study on improving prediction accuracy.

METHOD
The proposed research is achieved by three successive steps dataset description, feature representation and 

normalized graph model. The anticipated model provides expert knowledge to the physicians during the crucial 
time and assists in predicting heart disease in earlier. The experimentation is executed in MATLAB 2020awhere 
metrics such as recall, precision, accuracy, and F-measure are assessed and contrasted with alternative 
methods. The block representation is provided in figure 1.

Figure 1. Block diagram

Dataset
UCI ML dataset is used for prediction purposes. When the data set was designed, only 14 subsets of the 303 

occurrences and 75 attributes were used in the reported studies. Six samples were excluded from the data 
set owing to the missing values after pre-processing. There are 297 samples from the remaining dataset with 
13-characteristics and 1- output label. Two classes on the output label indicate if HD is present or not. As an 
outcome, 297*13 features matrix is created. Information about the dataset matrix is provided in table 1.
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Table 1. Dataset details
Attributes Descriptions Type
Age People get older Nom
Sex People's gender Nom
CP kind of ache in the chest , angina typical or atypical, 

not angular, and symptomless
Num

Tresbps Level of pressure Num
Chol Cholesterol (serum) Nom
FBS Sugar content Nom
Resting ECG Num
Thali cardiac rate at maximum Nom
Exchange Angina during physical activity Num
OldPeak Depression through exercise Nom
Slope peak activity (dividend) Num
Ca colored vessels in fluoroscopy Nom
Thal Heart condition Nom
Num Prediction Value of Disease Nom

Relief for feature learning
The Relief method automatically updates the weights for each feature in the data collection. High-weight 

features should be chosen, while low-weight ones should be ignored. The processes used by the relief to 
estimate the weights of features are identical. The parameter is m, and the method is repeated through m 
randomly chosen training samples (Rk) without selection replacement. The "target" sample is Rk for every k, and 
the weight W is updated. Below is an explanation of the relief model's algorithm:

Algorithm 1

input: vectors with labels, or training data; the number of training samples chosen at random (m);
Output: Weighted features (more feature information);
1: n → total samples of training;
2: d → total characteristics;
3: Evaluate feature set W[A]→0;
4: for k→1 to m do
5:       Select target samples; // Rk
6:      Predict the eligible features;
7:        for A → 1 to a do
8:            W[A] → W[A] - difference (A,Rk,H)/m  + difference (A,Rk,H)/m
9:       end for
10: end for
11: Evaluate the weighted feature vector;
12: Compute the superior feature

Feature representation
This study introduced mutual feature information analysis to address the feature selection problem. It is a 

productive feature selection technique created using mutual information. The following steps are part of the 
designing of the algorithm. Consider the dataset D (X,Y), which, like in Eq. (1), is composed of X instances and 
Y output labels:

As stated in Eq. (3), we use preprocess statistical techniques such Min-Max normalization to the dataset D 
(X,Y):

We now use the mutual information approach D to choose the subset of feature (Xi,Yi). The feature selection 
approach uses the information to calculate the dataset's value for feature relevance and duplication. Conditional 
on the outcome of any feature chosen previously, the proposed algorithm selects features that enhances mutual 
information based on the target class (D). Due to the lack of certain information (output), this factor chooses 
characteristics that differ which are already chosen, even if it is correct independently. The balance between 
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duplication and relevance is favourable. The feature Xn is very compatible with other features and relevant to 
output Y, Xj, where j∈D, according to the higher mutual information value. The condition is mathematically 
represented by Eq. (4):

The anticipated model attempts to balance independence and separable power among the significant 
features with the features selected already. The features X0 is a significant consideration if I(Y,X0 |X)  is huge 
for every X chosen already. The foremost execution of the feature scores during the selection process evaluates 
the features that give more information and reduce redundancy. The model maintains the partial feature score 
Di which is minimal (min algorithm). The vector store of the chosen features is based on Pi. 

Algorithm 2

Input: Input the dataset; D(X,Y) matrix, significant features, finest feature set, mutual information and partial 
score;
Output: Select finest feature D(Xi,Yi)
1: Execute data pre-processing;
2: Chosen features as ∅
3: for all features fi∈O do
4:      Evaluate Mi;
5:          Fix pi→M;
6:         Fix Li→0;
7: end for
8: for k→1 to K do
9: Set scorei→0;
10:       for all features, do
11:            while Pi>scorek and Li<k-1 do
12:                Fix Li→Li+1
13:               Evaluate VUi among ok and oi; 
14:              Fix pi→min (pi (mutual informationik))
15:          end while
16:          if pi>scorek, then
17:              Fix pi>partial scorek, then
18:             Choose feature subset → significant feature;
19:         end if
20:      end for
21: end for

Normalized graph model
For real-time analysis, various datasets prevail in graph form, normalized to a specific format. This paper 

considers the proposed normalized graph model (n - GM) constructed using the graph structure. The input data 
product x∈RN is used to represent the spectral graph convolution, which filters the gθ= diag (θ):

gθ*x=UgθU
Tx                     (5)

Here, U refers to the matrix which is composed of normalized eigenvector graph Laplacian matrix, i.e. 
L=IN-D

(1/2) AD(1/2)=U⋀UT, ⋀ specifies the diagonal matrix composed of L eigenvalues and UT x refers to Fourier 
transform (x) using is applied in Eq. (6):

Here, L =  2/λmax  L-IN. The normalized graph model is provided with the many convolutional layers as in Eq. 
(6). When k=1 is given as the total number of convolutional layers, the estimated λmax=2 is taken into account.

Moreover, over-fitting is eliminated by restricting certain parameters when the operating frequencies at 
every layer are reduced, as in Eq. (8):
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Figure 2. Flow diagram of the model

Here, θ= θ0= - θ1 is provided in Eq. (7). However, the eigenvalue interval of IN + D1/2 AD1/2  is provided as [0, 
2]. In the n-GM, the repetitive function outcomes in gradient vanishing or instability. The re-normalization idea 
is proposed as in Eq. (9) to address this issue:

Here, A ̃=A+IN,D ̃ii= ∑jA ̃ij. The explanation is given as follows: F feature map and filter with C channel, and 
input signal X∈R(N*C) (where C is Eigenvalues node dimensionality and N→total nodes):

Here, ϴ ∈ R(C*F) refers to the filter parameter matrix, and Z ∈ R(N*F) refers to the signal matrix after the 

convolution process. The filter complexity is O(|ε|FC).  A ̃X is considered as the sparse matrix product and 
dense matrix.

Numerical results
This section provides the numerical outcomes attained with the proposed  and various metrics are as precision, 

accuracy, sensitivity, recall, False Negative Rate (FNR), FPR (False Positive Rate), Matthew’s correlation 
coefficients (MCC) and TNR (True Negative Rate). The model significance is determined by contrasting the 
suggested model with the current results. The mathematical expressions are provided below: 
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Accuracy = (TP+TN)/(TP+FN+FP+TN)                                           (12)
Precision=  TP/(TP+FP)                                                               (13)
Recall/sensitivity/TPR  =TP/(TP+FN)                                           (14)
F-measure=  (2*precision)/(p+r)                                                   (15)
MCC=  ((TP*TN)-(FP*FN))/√((TP+FP)(TP+FN)(TN+FP)(TN+FN))         (16)
FPR=FP/(FP+TN)                                                                          (17)
FNR=FN/(FN+TP)                                                                          (18)
TNR=TN/(TN+FP)                                                                          (19)

FPR is the wrong classification where positive prediction probabilities are not considered during testing. 
Additionally, the negative value likelihood that is confirmed to be negative is used to represent specificity 
(TNR).

Table 2. Proposed vs. existing comparison

Model Acc Prec Sensitivity F-measure MCC FPR FNR TNR

NB 90 % 89 % 85 % 85 % 75 % 18 % 25 % 90 %

LR 94 % 89 % 86 % 86 % 78 % 18 % 25 % 92 %

MLP 96 % 89 % 88 % 86 % 70 % 13 % 20 % 90 %

SVM 80 % 75 % 55 % 75 % 50 % 17 % 55 % 86 %

DT 85 % 78 % 75 % 82 % 65 % 13 % 35 % 75 %

RF 93 % 89 % 80 % 90 % 79 % 5 % 25 % 89 %

L-SVM 97 % 98 % 96 % 97 % 95 % 7 % 3,5 % 97 %

98 % 99 % 99 % 98 % 97 % 4 % 3 % 98 %

Figure 3. Accuracy and precision comparison

Figure 4. Sensitivity and F-measure comparison
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Figure 5. FPR, FNR and TNR comparison

Figure 5. MCC comparison

Figure 6. Training and validation accuracy

Table 2 compares the anticipated n-GM model with diverse approaches. Metrics such as MCC, F-measure, FPR, 
FNR, TNR, accuracy, sensitivity, and precision. 98 % accuracy, 99 % precision, 99 % sensitivity, 98 % F-measure, 
97 % MCC, 4 % FPR, 3 % FNR, and 98 % TNR are the results obtained with the n-GM, in that order. The n-GM’s 
precision is 8 %, 4 %, 2 %, 18 %, 13 %, 5 %, and 1 % higher than others. The n-GM’s precision is 10 %, 10 %, 10 
%, 24 %, 21 %, 10 %, and 1 % superior to others. The n-GM’s sensitivity is 14 %, 13 %, 11 %, 54 %, 24 %, 19 % and 
3 % superior to other approaches. Then-GM’s F1-score is 13 %, 12 %, 12 %, 23 %, 16 %, 8 %, and 1 % superior to 
other approaches. The n-GM’s  MCC is 12 %, 19 %, 27 %, 47 %, 32 %, 18 % and 2 % superior to other approaches. 
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The n-GM’s FPR model is 14 %, 14 %, 9 %, 13 %, 9 %, 1 %, and 3 % lesser to others. The n-GM’s FNR is 22 %, 22 
%, 17 %, 42 %, 32 %, 22 %, and 0,5 % higher than other approaches. The TNR of the n-GM model is 8 %, 6 %, 8 
%, 12 %, 23 %, 9 %, and 1 % greater than others. The n-GMperformance is superior to other (See Figure 3 to %). 
The anticipated n-GM is well-suited for prediction as it reduces the computational complexity. The training and 
validation accuracy together with the loss function are shown in Figures 6 and 7.

Figure 7. Training and validation loss

CONCLUSION
The results of the experiment show that, in comparison to conventional methods, the suggested feature 

selection methodology chooses relevant characteristics more successfully and with higher classification accuracy. 
Based on investigators perspective, the significant and appropriate features are exercise-induced angina and 
chest discomfort of the Thallium Scan kind. Some features are not a reliable indicator of the presence of heart 
disease, according to all algorithm results. When compared to previously proposed approaches. The accuracy 
of n-GM' using the proposed feature selection model is 98 % which is quite good. Additionally, the machine 
learning-based technique performs better than existing mining approaches. A slight increase in prediction 
accuracy can significantly impact the diagnosis of serious diseases. The study's originality is the creation of 
a system for diagnosing cardiac disease. The feature selection algorithms are newly developed to pick the 
features. Performance evaluation measures are employed. For testing purposes, the UCI heart disease dataset 
is utilized. We believe that creating a support system using ML algorithms will make diagnosing heart disease 
more appropriate. Utilizing feature selection algorithms to choose relevant features that enhance classification 
accuracy and shorten the diagnosis system's processing time is another novel aspect of our research. We'll apply 
additional feature selection algorithms and optimization techniques in the future to boost a prediction system's 
ability to diagnose HD.
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ABSTRACT

Smart materials, also known as responsive or intelligent materials, are capable 
of responding to environmental stimuli in a predictable and controlled manner. 
Significant progress has been achieved in the field of smart materials over the last 
few decades, and these materials are now being employed in a variety of fields, 
including biomedical engineering. This chapter explores the use of smart materials in 
biomedicine, which has opened up a new frontier in the field. The chapter covers the 
fundamental principles of smart materials and their types, properties, and applications 
in biomedicine. It presents a thorough overview of the most recent research and 
development in the application of smart materials in biomedicine, including drug 
delivery, tissue engineering, biosensors, and imaging, as well as an explanation 
of the current difficulties and future prospects of this promising topic. This chapter 
concludes that smart materials possess pronounced potential in biomedicine and 
could revolutionize the way medical treatments are administered in the future.
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1. INTRODUCTION

In recent years, the growth of smart materials has fetched a new era in biomedical 
research and clinical practice. These materials are designed with unique properties 
that allow them to respond and adapt to changes in their environment. This 
remarkable characteristic has made them an attractive candidate for a broad range 
of biomedical uses which includes delivery of drugs, tissue engineering process, 
and medical imaging systems. Smart materials have the potential to revolutionize 
the biomedical industry by offering fresh approaches to many of the problems that 
face the medical community. A family of materials known as “smart materials” can 
adapt their characteristics or behavior in response to external stimuli such changes in 
temperature, light, or magnetic fields. (Y.-C. Li et al., 2016). These materials have 
found numerous applications in the field of biomedicine due to their exceptional 
properties and abilities to mimic.

Biomedical applications of smart materials are diverse, ranging from drug 
delivery and tissue engineering to diagnostic tools and wearable devices (Bahl et 
al., 2020). Smart materials are used as scaffolds in the tissue engineering to offer 
mechanical support to grow cells and tissues, while also facilitate their growth and 
differentiation. Smart materials are used in a variety of biomedical devices, where 
they can perform precise functions due to their unique properties. The mechanisms 
behind these devices are often rely on the response of the material to specific stimuli.

Smart materials have been found application in drug delivery systems to increase 
the release of drugs and decrease side effects (Vashist & Ahmad, 2013). These 
materials can react to specific stimuli like pH or temperature, and release drugs in 
a controlled manner. For example, smart hydrogels can swell or shrink in response 
to changes in specific external stimuli, and this response can be used to control drug 
release. Tissue engineering involves the use of biomaterials to produce functional 
tissues or organs. Smart materials can be utilized in tissue engineering to generate 
structures that mimic natural tissues or provide specific functions (Khan & Tanaka, 
2017). For instance, scaffolds that can alter shape in response to a particular stimulus 
can be made using shape memory polymers, enabling them to better mimic the 
shape of the surrounding tissue.

Smart materials found applications in implants and prosthetics to enhance their 
durability (Badami & Ahuja, 2014). For instance, stents made of shape memory 
alloys can expand and contract in response to temperature or stress changes, allowing 
them to adapt to the surrounding tissue. Self-healing materials are helpful to extend 
the lifespan of implants and prosthetics by repairing any damage that may occur 
over time. In sensors and actuators, smart materials are used to detect and respond 
to specific stimuli. For example, piezoelectric materials can create an electric charge 
related to mechanical stress, and this response can be used to produce sensors that 
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detect pressure, strain, or vibration (Song et al., 2021). Shape memory alloys can be 
employed as actuators that can respond to changes in magnetic or thermal fields in 
order to carry out particular tasks. Diagnostic instruments like biosensors, which can 
identify specific compounds or analyses in biological samples, frequently make use 
of smart materials. (Arab Hassani et al., 2020). They can also be used in wearable 
devices, such as smart fabrics and sensors, to monitor vital signs, track activity 
levels, and even detect changes in mood or emotions.

This chapter will explore the current state of research in smart materials and their 
application in biomedicine, as well as the future directions and potential impact of 
this promising new frontier.

1.1 Classification of Smart Materials

Based on their mode of operation and the characteristics of their reaction in the 
biomedical area, smart materials may be divided into a number of types (Kök et 
al., 2019). The main classification of smart materials are, (i) stimuli-responsive 
materials, (ii) self-healing materials, (iii) biomimetic materials, (iv) nano materials 
and (v) hybrid materials. Figure 1 explains classification of smart materials used 
for biomedical applications.

Stimuli-responsive materials respond to a specific stimulus, such as temperature, 
pH, light, or electric field. Examples: shape-memory alloys, hydrogels, and liquid 
crystals. Self-healing materials have the capability to renovate themselves after damage 
or wear. Examples: self-healing polymers and ceramics. Materials that mirror the 
characteristics and operations of naturally occurring biological materials are known as 
biomimicry. Examples: synthetic peptides, spider silk, and bio mineralized materials. 
Nano materials have unique properties at the nanoscale, such as high surface area, 

Figure 1. Classification of smart materials
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high reactivity, and quantum confinement effects. Examples: carbon nanotubes, 
quantum dots, and metallic nanoparticles. Hybrid materials combine two or more 
different types of smart materials to create a new material with enhanced properties. 
Examples: nano composites, smart coatings, and multifunctional nanoparticles.

The classification of smart biomaterials is not mutually exclusive, and some 
materials may belong to more than one category depending on their properties and 
applications.

1.1.1 Exclusive Properties of Smart Materials

Biomaterials are synthetic or natural materials that are used to replace, repair, or 
augment biological tissues or organs. They have exclusive properties that allow 
them to interact with living cells and tissues, and to perform their intended functions 
without causing adverse reactions or harm (Dauda et al., 2021). Figure 2 discusses 
important properties of smart materials which are appropriate for biomedical field.

Biocompatibility is considered as a chief property of biomaterials because they 
must be compatible with living tissues and not cause any toxic or immunogenic 
reactions. This property is essential for the success of any biomaterial-based medical 
device or implant. In order to stimulate cellular or tissue responses, bioactivity is 
crucial for engineering tissues and re-forming medicine applications. It does this by 
encouraging cell adhesion, proliferation, and differentiation. Then, biomaterials must 
also have appropriate mechanical properties, such as strength, stiffness and elasticity 
to withstand the forces and stresses of the body. The mechanical characteristics of 
biomaterials can be customized to match those of the surrounding tissues.

Biomaterials can degrade over time through various mechanisms, such as enzymatic 
degradation, hydrolysis, or oxidation and hence degradation is utmost important for 
temporary implants or drug delivery systems that do not require long-term stability. 
Sterilization is another key property of biomaterials because biomaterials must be 
sterilized to prevent infections and ensure patient safety. Some biomaterials may 
be sensitive to certain sterilization methods, such as heat or radiation. Biomaterials 
can be designed with specific surface properties, such as roughness, hydrophilicity, 
or charge, to control cell adhesion and proliferation. Surface modification can also 
improve the biocompatibility of biomaterials. Biomaterials’ characteristics are 
determined by their intended uses and the biological environment in which they 
will be applied. Successful biomaterials must possess the right mix of qualities in 
order to carry out their activities efficiently and securely.
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2. ESSENTIAL APPLICATIONS OF SMART 
MATERIALS IN BIOMEDICINE

Smart materials have numerous applications in biomedical field. Five chief 
applications are discussed here. (i) Drug delivery systems, (ii) tissue engineering, 
(iii) diagnostic tools, (iv) wearable technology, and (v) targeted therapy for cancer 
treatment.

Figure 2. Properties of smart materials
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2.1 Drug Delivery Systems

Drug delivery is the procedure of giving medication to a patient through various 
methods and techniques. These methods may include oral administration, injections, 
inhalation, topical application, and other targeted delivery methods. Some of the most 
common types of smart materials adopted for the delivery of drugs are, (i) hydrogels, 
(ii) liposomes, (iii) dendrimers, (iv) nanoparticles and (v) shape memory polymers.

(i) 	 Hydrogels: One of the most important types of biomaterials are hydrogels, which 
have three-dimensional crosslinked polymer chains and can store enormous 
amounts of water. This property allows them to expand and contract in response 
to changes in their environment. They can be used to encapsulate drugs and 
release them in a controlled manner (Mahinroosta et al., 2018). Hydrogels are 
biocompatible, stimuli responsible like temperature, pH and light. Figure 3 
shows how a drug loaded hydrogel is used in various biological systems for 
drug delivery.

Figure 3. Hydrogel in drug delivery

334



37

Smart Materials in Biomedicine

The hydrogel network can either physically enclose the medications or chemically 
attach them to the polymer chains. Drug delivery systems with specific targets can also 
be made using hydrogels. By altering the hydrogel with ligands, such as antibodies or 
peptides which recognize and bind to specific receptors on the target cells, drugs can 
be delivered to wounded tissues with greater precision. Drug stability and protection 
against deterioration are two additional benefits of hydrogels. Hydrogels can act as 
a barrier that prevents the drug from interacting with the surrounding environment, 
such as enzymes or other chemicals that could degrade the drug. This can help to 
increase the drug’s half-life and lessen the frequency of dosing. Hydrogels are a 
flexible and promising material for the delivery of drugs that offers controlled and 
targeted drug release, improved drug stability, and decreased adverse effects. They 
may completely alter the way we handle a variety of illnesses and disorders.

(ii) 	 Liposomes: Liposomes are spherical vesicles comprised of a lipid bilayer which 
encapsulate drugs on specific tissues or cells. They are modified with ligands 
like antibodies and peptides, to recognize and bind to specific receptors on the 
target cells, improving drug delivery and reducing toxicity. In drug delivery 
applications, liposomes can be used to encapsulate drugs and protect them from 
degradation. Figure 4 shows various parts present in the liposome structure.

Figure 4. Structure of liposomes
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The drug can be encapsulated within the liposome membrane, which acts as a 
barrier that prevents the drug from interacting with the surrounding environment. 
This can help to increase the drug’s half-life and reduce the frequency of dosing. 
Liposomes can also be engineered to target specific tissues or cells. The liposome 
membrane can be altered with ligands which recognize and bind to specific receptors 
on the target cells, allowing for the selective delivery of drugs to diseased or damaged 
tissues. This targeted drug delivery approach can reduce side effects and improve the 
efficacy of the drug (Nakhaei et al., 2021). Another advantage of liposomes is their 
ability to deliver hydrophilic and hydrophobic type drugs. Hydrophobic medications 
can be enclosed within the lipid bilayer, whereas hydrophilic pharmaceuticals can be 
encapsulated within the aqueous interior of the liposome. Since a wider variety of 
drugs can now be delivered using liposomes, they are a promising material for drug 
delivery systems. They also offer targeted drug delivery, improved drug stability, 
and decreased toxicity. They have the ability to completely alter how we handle a 
variety of illnesses and disorders.

(iii) 	 Dendrimers: Dendrimers are extremely branched, nanoscale molecules that can 
be used to encapsulate drugs and deliver them to certain cells or tissues. They 
are altered to react to various stimuli allowing for targeted and controlled drug 
release. Dendrimers can be utilized to encapsulate pharmaceuticals and shield 
them from deterioration in medication delivery applications. Drug delivery 
to the target tissue or cell is possible when the dendrimer and drug combine 
to create a stable combination. By adding ligands that recognize and bind to 
particular receptors on the target cells, the dendrimer can be altered to target 
particular cells or tissues, such as cancer cells. (B Undre et al., 2016). Figure 
5 clearly depicts how dendrimers are used in different drug delivery systems.

Dendrimers can also be engineered to respond to different stimuli, allowing for 
targeted and controlled drug release. For example, the dendrimer can be designed 
to issue the drug in response to changes in various stimuli over a period of time. 
Another benefit of dendrimers is their ability to carry multiple drugs simultaneously. 
This can be useful in situations where multiple drugs are needed to treat a disease 
or condition. The dendrimer can form a stable complex with each drug, which can 
be delivered to the target tissue or cell. Dendrimers are a promising substance for 
drug delivery systems because they allow for multiple drug delivery, tailored drug 
administration, and better drug stability. They have the ability to completely alter 
how we handle a variety of illnesses and disorders. To completely understand their 
safety and effectiveness in clinical settings, additional research is necessary.
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(iv) 	 Nanoparticles: Nanoparticles are particles with dimensions in the nanometer 
range that can be used to encapsulate drugs and deliver them to specific cells or 
tissues. They can be designed to react to various stimuli and can be made from 
a wide spectrum of materials which comprises metals, lipids, and polymers. 
Nanoparticles can be utilized to encapsulate pharmaceuticals and protect them 
from deterioration in medication delivery applications. The medicine may 
be chemically or physically bound to the nanoparticle surface or physically 
confined inside the nanoparticle. The nanoparticle can serve as a barrier to 
stop the drug from interacting with nearby enzymes or other compounds that 
might cause the drug to break down. This can help to increase the drug’s half-
life and reduce the frequency of dosing (Aflori, 2021). Figure 6 shows some 
important biomedical applications of nanoparticles.

Nanoparticles can be created to target particular cells or regions. Drugs can 
be delivered selectively to diseased or damaged tissues by altering the surface of 
nanoparticles with ligands that recognize and bind to certain receptors on target cells. 
This method of focused drug delivery can reduce side effects and increase treatment 
efficacy. The capability of nanoparticles to deliver both hydrophilic and hydrophobic 
medications is another advantage. Hydrophilic drugs are encapsulated within the 
nanoparticle core and hydrophobic drugs are encapsulated within the nanoparticle 
shell. This allows for the delivery of a wider range of drugs using nanoparticles. 

Figure 5. Dendrimers in various drug delivery systems
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Nanoparticles can also be designed to respond to different stimuli allowing for 
targeted and controlled drug release. For example, the nanoparticle can be designed 
to discharge the drug only in the acidic environment of a tumor, minimizing the 
exposure of healthy tissues to the drug. The potential to transport several medications, 
better drug stability, and tailored drug delivery make nanoparticles an attractive 
component for drug delivery systems. They have the ability to completely alter how 
we handle a variety of illnesses and disorders. To completely understand their safety 
and effectiveness in clinical settings, additional research is necessary.

(v) 	 Shape memory polymers (SMP): Shape-memory polymers can remember and 
return to their unique shape following distortion. In response to changes in 
pH or temperature, they can be employed to make drug delivery systems that 
release drugs in a controlled manner. The SMP can be programmed to change 
form and release the medicine in response to a particular physiological triggers. 
This makes it possible to successfully deliver tailored drugs to particular cells 
or tissues. SMPs can also be used to regulate the discharge rate of drugs. This 
allows for sustained drug delivery, which can be beneficial in treating chronic 
conditions (Dhanasekaran et al., 2018). Another advantage of SMPs is their 

Figure 6. Nanoparticles in biomedicine
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biocompatibility. SMPs can be designed to be biodegradable and non-toxic, 
allowing them to be safely used in drug delivery applications.

SMPs are a capable substance for drug delivery systems because they offer 
biocompatibility, controlled release, and targeted drug delivery. They have the ability 
to completely alter how we handle a variety of illnesses and disorders. To completely 
understand their safety and effectiveness in clinical settings, additional research is 
necessary. As a result, smart materials present a viable strategy for drug delivery 
systems, enabling targeted and controlled drug release as well as increased efficacy.

2.2 Tissue Engineering

Smart materials have significant capability for tissue engineering process, which 
is the development of functional tissues to substitute or repair the diseased one. To 
restore or enhance tissue functioning, tissue engineering tries to produce new tissues 
that can meld with the host tissue. The basic steps involved in tissue engineering 
is depicted in figure 7.

Figure 7. Process of tissue engineering
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The first step in tissue engineering is cell isolation which involves the isolation of 
cells from the patient or a donor. Once the cells have been isolated, they are grown 
in a laboratory under precise conditions to form a tissue-like structure. To prepare 
cells for use in tissue engineering, they must initially be grown and expanded in 
a laboratory environment which is known as cell culture. The nutrients, growth 
factors, and other components required for the cells to develop and multiply are 
present in the culture media.

Cell scaffold is another component in tissue engineering as it offer a supportive 
structure for cell addition, proliferation, and distinction. Cell scaffold serves as 
a temporary extracellular matrix (ECM) that mimics the assembly and function 
of the natural ECM in vivo. A thorough understanding of cell behaviour, ECM 
deposition, and tissue remodelling is necessary for the complex process of tissue 
development in tissue engineering. Tissue engineers design specialised scaffolds 
that can encourage tissue formation and regeneration using a range of methods, 
including 3D printing, bioreactors, and microfabrication. Finally, implantation in 
tissue engineering is a capable approach for the treatment of various ailments and 
injuries, but it also poses several challenges, such as immune rejection, infection, 
and limited availability of donor tissues or organs. To overcome these challenges, 
tissue engineers are developing novel strategies, such as immune tolerance induction, 
biomaterial-based immunomodulation, and tissue engineering of patient-specific 
tissues and organs using 3D bio printing and other innovative techniques.

In tissue engineering, hydrogels, biodegradable polymers, electrospun fibres, 
shape memory polymers and nanoparticles play vital role (Khan & Tanaka, 2017). By 
offering a favourable environment for cells to attach to and multiply, hydrogels can 
be employed as scaffolds for cell growth. Since hydrogels are soft and pliable, they 
can imitate the mechanical characteristics of original tissues and their hydrophilic 
nature aids in the promotion of cell adhesion and migration. Drug distribution can 
be controlled by engineering hydrogels to react to certain stimuli, such as changes 
in pH or temperature. This can be beneficial in tissue engineering by delivering 
growing factors or other molecules that can endorse tissue regeneration. Hydrogels 
can be used to promote tissue regeneration by delivering growth factors or other 
molecules that can stimulate cell growth and differentiation. Hydrogels can also be 
functionalized with specific molecules or proteins that can promote cell adhesion and 
differentiation. Because hydrogels are biocompatible, living tissue is not harmed by 
them. They can thus be employed in vivo without triggering an immune response, 
making them a desirable material for tissue engineering. Hydrogels are considered 
as suitable candidate for tissue engineering because they may be created to imitate 
the mechanical and metabolic characteristics of natural tissues. It is feasible to create 
scaffolds that upkeep cell growth and differentiation and encourage tissue regeneration 
by manipulating the characteristics of hydrogels. Hydrogels offer significant potential 
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for use in tissue engineering, providing a supportive scaffold for cell growth and 
differentiation and allowing for controlled drug delivery. With further research and 
development, hydrogels may be able to play a vital role in regenerative medicine by 
endorsing the growth and regeneration of functional tissues.

Biodegradable polymers are smart materials that can break down into non-toxic 
components in the body. They can be made to have particular mechanical properties 
that resemble those of natural tissues and can be utilized as scaffolds for tissue 
engineering. Biodegradable polymers can also be engineered to discharge growth 
factors or other molecules that can promote tissue regeneration (Colnik et al., 2020). 
The ability of biodegradable polymers to provide an environment that encourages 
cell attachment and proliferation makes them useful as scaffolds for cell growth. 
Biodegradable polymers can be developed to have mechanical characteristics that 
resemble those of natural tissues, making them appropriate in tissue engineering. The 
release of growth factors or other compounds that can encourage tissue regeneration 
can be designed into biodegradable polymers. The release of these molecules can 
be controlled by the rate at which the polymer degrades, allowing for controlled 
drug delivery. Biodegradable polymers are biocompatible, which means they are 
not injurious to living tissue. This makes them an attractive smart material for tissue 
engineering because they can be safely used in vivo without causing an immune 
response. By providing growth factors or other compounds that can encourage cell 
growth and differentiation, biodegradable polymers can be utilized to support tissue 
regeneration. Additionally, biodegradable polymers can be functionalized with 
particular molecules or proteins that can encourage cell differentiation and adhesion. 
Biodegradable polymers are a desirable material for tissue engineering because they 
may be created to match the mechanical and metabolic characteristics of natural 
tissues. By controlling the properties of biodegradable polymers, it is possible to 
create scaffolds that can support cell growth and differentiation and promote tissue 
regeneration. So, biodegradable polymers offer significant potential for use in tissue 
engineering, providing a supportive scaffold for cell growth and differentiation 
and allowing for controlled drug delivery. With further research and development, 
biodegradable polymers may be able to play a major role in regenerative medicine 
by stimulating the growth and regeneration of functional tissues.

An example of a smart material that is functioning as a support for the engineering 
tissues is electrospun fibres. They can be made to resemble the structure of natural 
tissues and have a greater surface area to volume ratio. Additionally, functionalizing 
electrospun fibres with particular molecules or proteins can help cells grow and 
differentiate. Shape-memory polymers can also be used to generate dynamically 
responsive scaffolds that can modify shape and adapt to the surrounding tissue. With 
dimensions ranging from nanometers to micrometres, ultrafine fibres are made using 
the electrospinning technology. A type of intelligent material called electrospun fibres 
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can be utilized in tissue engineering to build scaffolds for cell growth and tissue 
regeneration. In this method, a polymer melt or solution is stretched and lengthened 
by an electrostatic field before being collected as fibre material on a grounded 
surface.(Parham et al., 2020). By offering an environment that is conducive to cell 
attachment and proliferation, electrospun fibres can be employed as scaffolds for 
cell growth. Electrospun fibres’ high surface area to volume ratio can improve cell 
adhesion and development, and the fibres can be positioned in various directions 
to resemble the composition of natural tissues. To encourage tissue regeneration, 
electrospun fibres can be functionalized with medicines or growth factors. The 
fibres’ ability to release the medications or growth factors at a controlled rate enables 
sustained distribution over a long period of time.

Electrospun fibers are biocompatible, which means they are not harmful to 
living tissue. This makes the smart materials are promissing for tissue engineering 
because they can be safely used in vivo without causing an immune response. By 
providing compounds that can promote cell growth and differentiation, such as 
growth factors, electrospun fibres can be utilized to drive tissue regeneration. In 
addition to this, specific molecules or proteins that can encourage cell adhesion 
and differentiation can be functionalized into electrospun fibres. The mechanical 
and metabolic characteristics of natural tissues can be replicated in electrospun 
fibres, making them a suitable material for tissue engineering. By controlling the 
properties of electrospun fibers, it is possible to create scaffolds that can support 
cell growth and differentiation and promote tissue regeneration. With the ability to 
provide controlled doses of medication and serve as a supporting scaffold for cell 
development and differentiation, electrospun fibres are promising candidates for 
application in tissue engineering. By encouraging the creation and regeneration of 
functioning tissues, electrospun fibres may eventually be able to play a major part in 
regenerative medicine. Shape memory polymers (SMPs) are a kind of polymers that 
can vary their shape by responding to an external stimulus. SMPs have been used in 
tissue engineering to produce scaffolds that can change their shape in response to 
changes in the physiological environment, allowing them to adapt to the surrounding 
tissue and promote tissue regeneration. SMPs can be used to make 3D scaffolds with 
complex shapes and structures. The scaffold has the ability to be programmed to take 
on two different shapes. Temporary shape at high temperatures that can be readily 
manipulated and moulded, and a permanent shape at body temperatures that allows 
the scaffold to adapt to the surrounding tissue and encourage cell proliferation and 
tissue regeneration. In tissue engineering, SMPs are essential for drug delivery. Drug 
administration can be targeted and controlled using the SMPs, which is set to release 
medications corresponding to fluctuations in the physiological environment, such 
as pH, temperature, or light. This will aid in the promotion of tissue regeneration. 
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SMPs can also be used to create tissue engineering devices, such as stents, sutures, 
and other implants.

SMPs can be utilized in tissue engineering for applications including wound 
healing. SMPs are a promising material in tissue engineering because they can be 
tailored to have specific mechanical, chemical, and biological properties and react 
to changes in the physiological environment, allowing for better tissue regeneration 
and improved clinical outcomes. The SMPs can be used to create wound dressings 
that change their shape in response to changes in the wound environment, allowing 
for better wound coverage and improved healing.

Nowadays, nanoparticles are largely used in tissue engineering also to deliver 
growth factors or other molecules that can promote tissue regeneration. They can 
also be used as contrast agents for imaging, allowing researchers to monitor the 
growth and development of new tissues. Nanoparticles are minute particles which 
have 1nm to 100nm size and largely employed in tissue engineering which includes 
drug delivery, cell labeling, tissue imaging and in medication delivery systems. 
They can be designed to have certain characteristics, such as surface charge, size, 
and functional groups, enabling selective drug delivery to a particular cell or tissue. 
Nanoparticles can also shield pharmaceuticals from deterioration and clearance, 
enabling controlled drug release and increased therapeutic efficacy. For imaging 
systems like computed tomography (CT) and magnetic resonance imaging (MRI), 
nanoparticles are utilized as contrast agents. They can also be used to label cells 
and track their distribution in the body. Nanoparticles can be used to enhance 
tissue regeneration by improving cell adhesion, proliferation, and differentiation. 
They can be included into hydrogels or scaffolds to provide mechanical support 
and improve the mechanical and organic features of the tissue-engineered product. 
Nanoparticles can be used to stop bacteria from growing on tissues or implanted 
devices. For instance, silver nanoparticles can be used as coatings for implantable 
devices because they have been found to have strong antibacterial activity. Using 
nanoparticles, illness indicators in the body can be found. They can be created to bind 
specifically to proteins or nucleic acids that are associated with a particular disease, 
enabling early disease detection and diagnosis. For these reasons nanoparticles are a 
promising material in tissue engineering, as they are modified to possess particular 
properties and functions and can be used for wide range of applications viz., drug 
supply, cell labeling, tissue imaging, and tissue regeneration. However, there are 
still challenges to overcome, such as toxicity, biocompatibility, and long-term safety, 
before nanoparticles can be used in clinical applications. 
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2.3 Diagnostic Tools

Smart materials’ distinctive qualities, including sensitivity, specificity, 
biocompatibility, and biodegradability, have led to an increase in their application 
in diagnostic equipment. Here are some instances of intelligent materials utilized in 
diagnostic equipment: Analytical tools called biosensors can identify and quantify 
biological substances or organisms. Biosensors with high sensitivity and specificity 
for biomarker detection can be made using smart materials including nanomaterials, 
quantum dots, and polymers. Biosensors can be used in point-of-care diagnostic 
tools for the timely finding of syndromes like cancer, cardiovascular diseases, and 
infectious diseases (Genchi et al., 2017). The technology of microfluidics involves 
controlling tiny quantities of fluid in tiny channels. Microfluidic devices can be made 
with smart materials including hydrogels, polymers, and nanoparticles to detect 
and measure biomolecules. Point-of-care diagnostics, medication screening, and 
personalized medicine can all be performed using microfluidic devices. Biological 
processes in vivo can be seen and tracked using imaging probes.

Smart materials with high sensitivity and specificity for molecular imaging 
include nanoparticles, quantum dots, and fluorescent dyes. Imaging probes can 
be used to monitor the development of diseases and to detect them early. Another 
technology, lab-on-a-chip which involves integrating multiple laboratory tasks in 
one microchip. Smart materials such as hydrogels, polymers, and nanoparticles can 
be used in lab-on-a-chip gadgets for synthesis of samples, detection, and analysis. 
Lab-on-a-chip devices can be used for point-of-care diagnostics, drug screening, 
and environmental monitoring. Wearable sensors are gadgets that can be worn on 
the body to track physiological data including blood pressure, glucose levels, and 
heart rate. Wearable sensors can detect and monitor biomarkers using intelligent 
materials including hydrogels, polymers, and nanomaterials. Wearable sensors can 
be used to track the development of diseases and to detect them early.

Smart materials offer significant potential for use in diagnostic tools, providing high 
sensitivity, specificity, and biocompatibility. With further research and development, 
smart materials may be capable to improve the accuracy and efficiency of disease 
diagnosis, monitoring, and treatment.

2.4 Wearable Devices

Several types of smart materials are used in wearable devices (Jin et al., 2018) because 
of their distinctive properties like flexibility, stretch ability, and biocompatibility. 
Some examples of smart materials used in wearable devices are explained here.
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Conductive polymers: This class of intelligent material is capable of conducting 
electricity. They are utilized to make stretchable, flexible electrodes for wearable 
technology that can be incorporated into garments and other items. To assess 
physiological signals including heart rate, temperature, and muscle activity, conductive 
polymers can be utilized.

Alloys with shape memory: A class of intelligent material known as shape-
memory alloys is capable of recovering from deformation. They are used in wearable 
devices to create flexible and shape-changing components such as springs, hinges, 
and wires. Nowadays shape-memory alloys are also used in smart clothing, smart 
eyewear, and other wearable accessories. A type of intelligent material that can 
absorb and hold onto water is called a hydrogel. They help produce soft, flexible 
sensors that can adapt to the shape of the body for wearable technology. They are 
capable of measuring physiological signals like pH, humidity, and temperature.

Nanomaterials: They have distinctive optical, electrical, and mechanical 
capabilities. They are used to make sensors, antennae, and other parts that can be 
incorporated into garments or other wearable accessories for wearable devices. 
Nanomaterials can be used to measure physiological signals such as blood oxygen 
levels, heart rate, and respiration rate. Electronic textiles, a kind of smart material, 
are made by fusing conventional textiles with electronic components such as sensors, 
conductive materials, and power sources. They create clothing and other wearable 
technology items that can track physiological signs and other traits. Electronic 
textiles can be used in smart clothing, smart gloves, and other wearable accessories 
(Zheng et al., 2021).

Smart materials offer significant potential for use in wearable devices. With 
further research and development, smart materials may be successful in improving 
the efficiency of wearable devices for health monitoring, fitness tracking, and other 
applications

2.5 Targeted Therapy and Imaging in Cancer Treatment

Targeted Therapy: Drugs or other therapeutic agents can be used specifically to 
target cancer cells while sparing healthy cells is known as targeted therapy. Cancer 
is a complex disease that requires personalized treatment approaches for optimal 
outcomes. Smart materials have emerged as promising tools for targeted therapy 
and imaging in cancer treatment due to their exceptional properties and ability to 
respond to specific stimuli (Yang et al., 2021). The use of smart materials in cancer 
treatment can improve drug delivery, reduce side effects, and enable non-invasive 
imaging of tumors. Figure 2.6 describes different technologies adopted in targeted 
therapy for breast cancer treatment.
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One example of a smart material used for targeted therapy is liposomes, which 
are in spherical structures made of lipids. Liposomes can be designed to encapsulate 
drugs and target specific cancer cells, allowing for effective drug delivery and 
reducing toxicity to healthy cells. Additionally, the effectiveness of liposomes can 
be increased by adding targeting ligands to their surface that precisely attach to 
receptors on cancer cells. The three-dimensional networks of hydrophilic polymers 
known as hydrogels, which have a high water-holding capacity, are another type 
of intelligent material employed in targeted therapy. Drug release can be triggered 
using hydrogels that are made to react to certain stimuli, including pH or temperature 
changes. For instance, a hydrogel that is pH sensitive can be created to release 
medication in reaction to the acidic environment of tumors.

Imaging: Smart materials can also be used for non-invasive imaging of tumors, 
allowing for prior detection and more precise diagnosis of cancer. Quantum dots, 
which are nanocrystals that release light when activated by an external light source, 
are one type of intelligent material utilized for imaging. Quantum dots can be modified 
to target specific cancer cells and emit light at specific wavelengths, allowing for the 
imaging of tumors with high sensitivity and specificity (J. Li et al., 2020). Another 
smart material used for imaging is magnetic nanoparticles, which can be used for 

Figure 8. Targeted therapy for breast cancer
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magnetic resonance imaging (MRI) of tumors. Magnetic nanoparticles can be 
coated with targeting ligands to specifically bind to cancer cells and allow for more 
accurate imaging of tumors. Smart materials have shown great potential for targeted 
therapy and imaging in cancer treatment. Continued research and development of 
smart materials for cancer treatment can lead to more effective and personalized 
treatment methodologies for cancer patients.

3. REGULATORY CHALLENGES AND FUTURE PROSPECTS 
OF SMART MATERIALS IN BIOMEDICAL FIELD

Due to their distinctive properties, smart materials have shown pronounced assurance 
in biomedical field, however, there are still a number of regulatory issues that need 
to be resolved. These difficulties include ensuring the safety and effectiveness of 
smart materials as well as creating regulatory frameworks that can keep up with the 
field’s rapid advancement (Yadav et al., 2022).

One of the main challenges for regulatory agencies is ensuring the safety of 
smart materials. Some smart materials, such as nanoparticles, have been shown to 
have potential toxicity, which could limit their usage in biomedical applications. 
Regulatory agencies should will need to ensure that smart materials used in 
biomedical applications undergo severe testing to ensure their safety. Another 
challenge is ensuring the effectiveness of smart materials. Due to the complexity 
of smart materials, a variety of variables, including alterations in the environment, 
may have an impact on their performance. As a result, it could be challenging to 
verify consistent performance across several applications. Guidelines for assessing 
the performance of smart materials in biomedical applications must be developed 
by regulatory organizations.

Regulatory bodies will also have the issue of keeping up with the rapidly developing 
field of smart materials. Regulatory authorities will need to be able to examine new 
materials swiftly and effectively because they are being created at a rapid rate. The 
scientific community and regulatory bodies will need to work closely together to 
build new regulatory frameworks that can keep up with the rapidly evolving field 
of smart materials. Despite these difficulties, smart materials have bright futures 
in biomedical applications. As new materials are created, they have the potential to 
completely transform the medical industry, from tissue engineering to drug delivery 
and beyond. The potential uses for smart materials are endless, and they are already 
used in many different health devices.

In conclusion, the usage of smart materials in biomedical field is a rapidly 
evolving field that presents both regulatory challenges and exciting opportunities. 
Regulating bodies will face a difficult task in ensuring the efficacy and safety of smart 
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materials, but potential advantages of these materials make the effort worthwhile. 
The prospects for smart materials in biological applications are promising in the 
future, provided that research is conducted and regulatory bodies and the scientific 
community continue to work together.

4. BIOCOMPATIBILITY AND SAFETY 
CONSIDERATIONS FOR SMART MATERIALS

Due to their special characteristics and capacity to react to particular stimuli, smart 
materials have demonstrated significant potential for use in biological applications. 
However, there are significant safety and biocompatibility issues with their use in 
implants and medical devices. The term “biocompatibility” means the capability of a 
material to carry out its proposed role without causing a poisonous, immunological, 
or other negative reaction in the body. Biocompatibility is a critical consideration 
when designing and selecting smart materials for biomedical applications (Schmalz 
& Galler, 2017). Some of the main issues that affect the biocompatibility of smart 
materials are listed below.

(i) 	 Chemical composition: The chemical composition of a smart material can 
significantly affect its biocompatibility. Materials that are non-toxic and non-
reactive are generally preferred for biomedical applications.

(ii) 	 Degradation and stability: The stability and degradation of smart materials 
are also critical factors for biocompatibility. Materials that degrade too quickly 
or too slowly can cause adverse reactions in the body.

(iii) 	 Surface properties: The surface properties of a smart material can affect 
its interactions with biological tissues and cells. Materials with uneven or 
hydrophobic surfaces can induce inflammation or other adverse effects.

(iv) 	 Mechanical properties: Mechanical properties of smart materials like stiffness 
and elasticity, can also affect their biocompatibility. Materials that are too rigid 
or too flexible may cause tissue damage or other adverse reactions

(v) 	 Biofouling: Biofouling refers to the accumulation of biological material on the 
surface of a material. Smart materials that are prone to biofouling can cause 
infections or other adverse reactions.

It is also essential to consider the safety of smart materials in terms of potential 
toxicity, immunogenicity, and other adverse effects. This requires thorough testing 
and evaluation of smart materials before they are used in medical devices or implants. 
The biocompatibility and safety of smart materials are critical considerations for 
their use in biomedical applications. To make sure that they can fulfil their intended 
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purpose without endangering the body, these materials must be carefully designed 
and tested. Smart materials have the potential to revolutionize medicine and enhance 
patient outcomes with proper design, testing, and evaluation.

5. RECENT ADVANCES AND EMERGING TRENDS IN 
SMART MATERIALS FOR BIOMEDICAL APPLICATIONS

In recent decades, the practice of smart materials in the biomedical trade has been 
the focus of extensive research. On the basis of recent research, recent developments 
and emerging trends in smart materials for the biomedical area are presented below 
(Dai et al., 2022).

Smart hydrogels are capable to discharge pharmaceuticals in response to certain 
stimuli and hence, researchers have been looking into its application for drug delivery. 
For instance, scientists have created a smart hydrogel that can release insulin in 
reaction to variations in blood glucose levels, thereby opening up a new diabetes 
treatment option. Next, it was reported that shape-memory alloys were used for 
implantable devices like stents because they could be inserted compactly and then 
expand to take on the desired shape once inside the body. This innovation has the 
potential to completely change how cardiovascular diseases are treated. The usage 
of electroactive polymers for engineering tissues is also a hot topic of research since 
they can create scaffolds that replicate the electrical characteristics of real tissues. 
Examples include the exploration of the functionality of smart sutures, which can 
release medications or monitor wound healing in real-time, and the development 
of an electroactive polymer scaffold that can encourage the regeneration of injured 
nerves. For example, researchers have developed a smart suture that can release 
antibiotics in response to infection(Basu et al., 2022).

The function of smart materials in the biomedical field is an electrifying area 
of exploration with many important applications. Future developments in their 
applications should increase as our knowledge of these materials deepens. As a 
result, there are exciting possibilities for the creation of brand-new, cutting-edge 
medical implants and devices thanks to recent developments of smart materials in 
biomedical field. Smart materials have the potential to revolutionise medicine and 
enhance patient outcomes with sustained study and development (Ajay et al., 2023).

6. FUTURE PROSPECTS FOR SMART MATERIALS

According to recent researches smart materials have the competing potential to 
change a number of industries and how we live and work (Allizond et al., 2022).
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Research and technological advancements are continuing to push the envelope 
of what is possible, the prospects for smart materials in the future are positive. The 
fields of healthcare, energy, aerospace, defence, building materials, and consumer 
electronics are among those where smart materials could be used and developed. 
Smart materials can be employed in the healthcare industry to create cutting-edge 
medical equipment including artificial organs, implantable computers, and drug 
delivery systems. They can also be used to make intelligent fabrics that can deliver 
medication or monitor vital signs. Smart materials can be used to develop new energy 
storing and renovation technologies like solar cells, batteries, and fuel cells. In the 
field of aerospace and defence, smart materials can be used to create lightweight, 
strong, and durable materials for aircraft and spacecraft. They can also be used to 
develop self-healing materials that can repair damage caused by extreme conditions 
(Kumar et al., 2023).

Modern building materials that are more effective, long-lasting, and ecologically 
friendly are created using smart materials. They can also be used to build intelligent 
structures that can recognise and react to alterations in their surroundings. They 
discovered intriguing uses for it in the area of consumer electronics, where it can be 
applied to the development of novel and ground-breaking goods including flexible 
screens, wearable electronics, and smart sensors. We may anticipate even more 
intriguing innovations and applications of smart materials in the future as research 
in this area advances. The potential benefits to society are enormous, ranging 
from improved healthcare and energy efficiency to more sustainable and resilient 
infrastructure.

7. CONCLUSION

Smart materials have emerged as a promising new frontier in the field of biomedicine, 
with the potential to revolutionize various aspects of healthcare. The ability to build 
materials that may respond to specific stimuli has opened up new opportunities 
for the development of revolutionary medical devices, drug delivery systems, and 
tissue engineering scaffolds. The need for personalised medicine, the rise in chronic 
illness incidence, and the growing desire for more effective and affordable therapies 
are just a few of the major problems that smart materials may help solve in the 
healthcare industry today. Despite the fact that there are still numerous obstacles 
to be cleared, such as those involving toxicity, biocompatibility, and regulatory 
approval, smart materials in biomedicine have a very bright future. Vigorous research 
and innovation in this field will certainly lead to new developments and advances 
in medical technology, ultimately improving the lives of millions of people around 
the world. As such, the study and progress of smart materials in biomedicine is an 
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exciting and rapidly growing area of research, with far-reaching implications for 
the future of healthcare. We can only imagine the possibilities that will arise as we 
continue to explore this fascinating and promising new frontier.
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Abstract 

The purpose of this study is to investigate the impact that 
using Marble Sludge Powder (MSP) as a partial 
replacement for cement in concrete can have. Experiments 
were conducted to investigate a variety of characteristics 
of Fiber-Reinforced Concrete (FRC) using both fresh 
concrete and concrete that had been allowed to solidify. 
The aim of this work is to determine the split tensile and 
flexural property of FRC. For the determination of results 
two water binder ratios, such as 0.35 and 0.40, as well as 
percentage re-placements of 0%, 5%, 10%, 15%, 20%, and 
25% of marble sludge powder and 0.5% of polypropylene 
3S fiber were used. After curing for 7, 14, 28, and 56 days, 
the samples were put through a battery of mechanical tests 
to evaluate their qualities. The flexural strength and split 
tensile strength of the material were evaluated throughout 
this investigation. In the end, an artificial neural network 
(ANN), was utilized to create a prediction model for split 
tensile and flexural strength. We displayed the 
experimentally obtained Split Tensile Strength and Flexural 
Strength against the regression analysis strength after 56 
days for ANN. This was done so that we could compare the 
two. According to the findings of the experiments, using 
powder made from marble waste might lessen the damage 
that concrete causes to the environment while also 
providing economic benefits. In this study, dependable 
mechanical strength was developed by the use of a feed-
forward back-propagation neural network, which consisted 
of eight input neurons, two hidden neurons, and one 
output neuron. According to the findings, it was discovered 
that the mechanical properties of concrete might be 

improved by using dry marble sludge powder as a 
substitute for up to 15% of the normal aggregate. 

Keywords: Fibre reinforced concrete, polypropylene 3s, 
marble sludge powder and machine learning technique 
(MLT). 

1. Introduction 

Building practices that are less harmful to the surrounding 
ecosystem are necessary for the development of human 
civilization (Abed and Eyada 2012; Akbulut and Gürer 2007; 
Almeida et al. 2007; Alyamaç and Ince 2009). There is a 
demand for more long-lasting construction materials that 
are capable of withstanding unfavorable weather 
conditions (Arora and Ameta 2014; Aruntas et al. 2010; 
Aukour 2009; Bentz et al. 2015; Kofteci and KocKal 2014). 
This demand is a direct result of technical improvements as 
well as the rapidly expanding requirement for increasingly 
complicated building structures. Concrete, which is 
comprised of cement, aggregate, and water, is the material 
that is being utilized for construction all over the world with 
the greatest frequency (Narmatha and Felixkala et al. 
2016). The aforementioned outcome may be attributed to 
the widespread accessibility of the essential constituents of 
concrete, the simplicity and straightforwardness with 
which it can be controlled, and the relatively affordable 
expense associated with the substance. Building materials 
that are more durable and have a longer lifespan are 
required (Suresh and Nagaraju 2015; Vikram Singh Kashyap 
et al. 2023; Dhanalakshmi Ayyanar et al. 2023) to fulfill the 
continuous and unending demands that are placed on an 
infrastructure that is in a state of perpetual change. By 
increasing its resistance to deterioration over time, 
concrete's performance may be improved by the use of 
appropriate mineral additives in proportions that are just 
right (Dhanalakshmi and Hameed 2022; Dhanalakshmi et 
al. 2023a, 2023b; Sukontasukkul et al. 2023; 
Puvaneshwaran and Vipurajan 2023; Valarmathi et al. 
2009). Enhancing the performance of concrete in this way 
is one of the techniques available. Utilizing the waste 
marble sludge powder that is generated by manufacturing 
facilities such as marble-cutting factories may make it 
feasible to achieve improved economic viability and long-
term sustainability (Indira and Valarmathi 2014; 
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Petchinathan et al. 2014; Surya Abisek Rajakarunakaran et 
al. 2022). This may be the case since such facilities create 
waste marble sludge powder. Because of this, it will 
minimize the burden that is placed on the environment as 
a consequence of the production of concrete and rubbish. 
This is because it will lower the strain that is imposed on 
the environment. In addition to this, this will lessen the 
amount of stress that is put on the environment. The major 
purpose of this body of work is to investigate the use of 
marble sludge powder in concrete as a partial substitute for 
cement and to identify the impact that this has on both the 
mechanical properties of concrete as well as the cement 
and mortar that are used in the combination. This 
combination of concrete also called green concrete. This 
will be accomplished by determining the effect that this has 
on both the mechanical properties of concrete as well as 
the cement and mortar that are used in the mixture. The 
usage of marble sludge powder reduces the environmental 
pollution. The findings of this study will be presented in the 
form of a conclusion that summarises the economic 
concrete as well as green concrete. In addition, the inquiry 
will investigate how the incorporation of marble sediment 
powder influences these features and how they are 
changed. Making an educated guess regarding the 
compressive strength of concrete that contains marble 
sludge powder may be accomplished via the application of 
various machine-learning strategies. The purpose of this 
study is to assess the effect of adding marble sludge 
powder in the concrete and its effects on partial cement 
replacement in terms of the concrete's mechanical 
characteristics, such as compressive strength, split tensile 
strength, and flexural strength and analyzed the results 
using MATLAB. 

2. Materials and methods 

2.1. Materials 

As the binder material, ordinary Portland cement (OPC) of 
grade 53 was applied. The powder that was ccollected from 
marble waste was used in this work as an alternate material 
for cement. It was necessary to make use of both fine 
aggregate (FA) and coarse aggregate (CA) in this endeavor. 
To achieve the optimum level of workability, it is essential 
to make use of a water-reducing superplasticizer (SP). 
Gelenium B233 was included in the mix as a component. 
The mixture's proportions were calculated using the 20 mm 
of coarse aggregate and M-Sand as a fine aggregate was 
used in the study, as per IS 10262 (2009). The MSP having 
the specific gravity of 2.72. In order to achieve the physical 
transformation of marble sludge into marble powder, it is 
necessary to sift all ground material through a mesh with a 
size of 0.125 mm. Figure 1 depicts the image of marble 
powder. 

 

Figure 1. Marble Powder 

2.2. Concrete mix proportions 

For this study, we chose to focus on two different water 
binder ratios, 0.35 and 0.40. Table 1 provides the 
recommended concrete design mix proportions based on 
the chosen water binder ratios. Cement replacement with 
marble sludge powder ranged from 0% to 25% by weight. 

Table 1. Mix Proportions of Fibre Reinforced Concrete 

Mix Id w/c ratio 
Cement 
(Kg/m3) 

MSP 
(Kg/m3) 

FA 
(Kg/m3) 

CA 
(Kg/m3) 

Fibre 
(Kg/m3) 

Water 
(Kg/m3) 

SP 
(Kg/m3) 

FRC1 0.35 429 0 1300 700 2.14 150.15 12.87 

FRC2 0.35 407.55 21.45 1300 700 2.14 142.64 12.87 

FRC3 0.35 386.1 42.9 1300 700 2.14 135.13 12.87 

FRC4 0.35 364.65 64.35 1300 700 2.14 127.62 12.87 

FRC5 0.35 343.2 85.8 1300 700 2.14 120.12 12.87 

FRC6 0.35 321.75 107.25 1300 700 2.14 112.61 12.87 

FRC7 0.40 401 0 1300 700 2.01 160.4 12.03 

FRC8 0.40 380.95 20.05 1300 700 2.01 152.38 12.03 

FRC9 0.40 360.9 40.1 1300 700 2.01 144.36 12.03 

FRC10 0.40 340.85 60.15 1300 700 2.01 136.34 12.03 

FRC11 0.40 320.8 80.2 1300 700 2.01 128.32 12.03 

FRC12 0.40 300.75 100.25 1300 700 2.01 120.3 12.03 

3. Experimental investigation 

3.1. Split tensile strength 

Because of its brittleness and poor tensile strength, 
concrete is rarely put to the test in tension. To determine 
the load at which concrete members may fracture, it is 
necessary to calculate the material's tensile strength. Cast 
and tested were cylindrical specimens with a diameter of 

150 mm and a height of 300 mm. The load needs should be 
applied gradually at a constant rate rather than suddenly. 
To determine the effect of partially substituting cement 
with marble slurry on concrete, the cylinders were 
evaluated at 28 and 56 days of curing. Water binder ratios 
of 0.35 and 0.40, as well as percentage replacements 
ranging from 0% to 25%, were examined for optimal 
dosage and long-term efficacy. The split tensile strength 
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testing of concrete cylinders is depicted in Figure 2 for this 
study. 

3.2. Flexural strength 

Concrete beams or prism can be evaluated by measuring 
their flexural strength. It determines how much pressure 
and stress an unreinforced concrete slab, beam, or other 
structure can take before cracking or breaking under 
bending loads. Concrete prisms with dimensions of 150 
mm x 150 mm x 750 mm were cast and evaluated. The 
effect of partially substituting cement with powdered 
marble dust was investigated by evaluating concrete 
prisms at 28 and 56 days after curing. All combinations of 
water binder ratios of 0.35, 0.4, and percentage 
replacements of 0% to 25% were evaluated for optimal 
dosage and long-term effect. Concrete prism flexural 
strength testing is shown in Figure 3 for this study. 

 

Figure 2. Split Tensile testing of a cylinder 

 

Figure 3. Flexural testing of a Prism 

4. Results and discussion 

4.1. Split tensile strength 

Test results for the split tensile strength of concrete with 
varying percentages of dried marble sludge powder as a 
cement replacement can be seen in Figure 4. The 
percentages used ranged from 0% to 25%. The outcomes 
obtained are comparable to compressive strength findings 
to some extent. 

 

Figure 4. Test results on Split Tensile Strength 

High dosages of superplasticizer employed for lower water 
binder ratios result in a strength gain for up to 15% 

replacement at both the 0.35 and 0.40 w/b ratios. This 
points to an improvement in the strength of the interface 
between the cement matrix and the pore structure. At 15% 
replacement, tensile strength reaches a maximum and 
then begins to decrease. 

4.2. Flexural strength 

The flexural strength test results for concrete contains 0%, 
5%, 10%, 15%, 20%, and 25% by weight of dry marble 
sludge powder are shown in Figure 5. There is a pattern 
that parallels that of compressive and split tensile 
strengths. The flexural strength increases by 15% for both 
the 0.35 and 0.40 w/b ratios. 

 

Figure 5. Test results on Flexural Strength 

5. Regression analysis in concrete 

The trends for strength ratios should be the same 
regardless of the type of specimen being examined 
assuming optimal casting, testing, and curing conditions 
are maintained. It is challenging to maintain consistent 
conditions for creating and testing samples, even when 
using the same concrete. This is one of the reasons why 
extraordinary events do occur in the actual world. This led 
to the discovery that the strengths of the various concrete 
samples had to be compared separately and that they did 
not always correspond. A generic formula for the 
regression analysis of split tensile strength, and flexural 
strength for concrete containing marble sludge powder 
may be derived from the ratios of the strengths involved. 
The connection may be determined using strength ratios 
regardless of the type of specimen employed. 

5.1. Artificial neural network model 

When marble sludge powder is used as a partial cement 
substitute, this section of the study presents an artificial 
neural network (ANN) model to conduct a regression 
analysis of the effect of marble sludge powder re-
placement ratio and admixture content on the with 
different proportions of materials of concrete. One of the 
following choices can have a significant impact on a neural 
network's efficiency: Transfer function, training function, 
and performance function. Network structure. Network 
algorithm. Amount of training and testing data (Figure 6). 
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Figure 6. ANN Structure Model 

5.2. Regression analysis model using ANN 

MATLAB was used to generate Figures 7–16. Figure 7 
depicts the ANN structure used in this study, which is a two-
layered feed forward network. Technical parameters for 
ANNs are detailed in Table 2. Mechanical strength 
performance indicators are depicted in Figures 8 and 9. The 
obtained minimum Gradient of 0.00102 at epoch 13 and 
0.0011601 at epoch 10  for split tensile strength and 
flexcural strength respectively. 

 

Figure 7. Feed Forward Neural Network 

 

Figure 8. Performance State of Split Tensile Strength 

 

Figure 9. Performance State of Flexural Strength 

Figures 10 and 11 refers the Training state of mechanical 
strength parameters. In this training, validation, testing and 
best parameters were analysed and find out the best 
validation performance ranges. The split tensile strength 
attained MSE in the range of 100-10-1 and the best 
validation is achieved at epoch 11 of 0.028108. The flexural 
strength attained MSE in the range of 100-10-4 and the best 
validation is achieved at epoch 3 of 0.0033608. 

 

Figure 10. Training state of Split Tensile Strength 

 

Figure 11. Training state of Flexural Strength 

Table 2. ANN Technical Parameters 

Details Selection 

Number of inputs 8 

Number of hidden layers 3 

Number of outputs 1 

Number of iterations 1000 

Training Gradient 1x10-7 

Validation Checks 6 

Figures 12 and 13 shows the Error histogram analysis of 
concrete mechanical strength. It is the error findings 
between targeted values and predicted values after 
training a feedforward neural network using machine 
learning techniques. Totally 12 data were analyzed. From 
the analysis error values of split tensile strength indicate 
that the error of 0.139 for 3 instances, 2 instances of error 
-0.25265 was achieved. The flexural strength indicates that 
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the error of -0.009758 for three instances, and 2 instances 
of error 0.46351 was obtained. 

 

Figure 12. Error Histogram of Split Tensile strength 

The relationship between experimental data and the 
training, validation, and testing sets of compressive 
strength, split tensile strength, and flexural strength of 
fibre reinforced concrete employing marble sludge powder 
is depicted in Figures 14-15. 

 

Figure 13. Error Histogram of Flexural strength 

 

Figure 14. The Regression of split tensile strength 

 

Figure 15. The Regression of flexural strength 

Figure 16, shows that the relationship between the 
predicted and observed 56 days split tensile strength and 
flexural strength for fibre-reinforced concrete and the high 
correlation between all data sets are very clear. The 
coefficient of correlation for the 56-day compressive 
strength prediction was 96%. 

 

Figure 16. ANN Model Fitting of compressive strength, split 

tensile strength and flexural strength 

6. Conclusion 

The cementing ingredient that is responsible for concrete's 
compressive strength may have been lowered between the 
levels of 20% and 25% replacement, which may have 
caused the material to become weaker. With 15% 
replacement, mechanical properties such as split tensile 
strength, and flexural strength are improved in both the 
0.35 and 0.40 w/b ratios. The timely and exact prediction 
of concrete's compressive strength has become a subject 
of study among an increasing number of academics due to 
its importance in engineering practices. One of the 
objectives of this study is to estimate the split tensile and 
flexural strength of concrete materials. In order to do this, 
the Artificial Neural Network (ANN) method, which is a 
machine learning technique based on lifting, is employed. 
The split tensile and flexural strength of concrete was used 
as a data source for a study that examined the interaction 
between cement, marble sludge powder, fine aggregate, 
coarse aggregate, water-to-cement ratio, polypropylene 
fibre, and superplasticizer. A MATLAB-based ANN model is 
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used to predict the split tensile strength and flexural 
strength of fibre-reinforced concrete. This model takes into 
account the factors that influence the properties of 
concrete, and the obtained R value, which is very close to 
1, demonstrates that there is a strong correlation between 
the predicted and observed values. It would be beneficial 
for the building sector to have an earlier and more precise 
calculation of strength prediction. As a direct consequence 
of this, we will be able to physically test a reduced number 
of different permutations, and we will be able to conduct 
our experiments in a shorter amount of time. These 
software programmes assist to determine how the 
strength of one raw material is affected by the strength of 
another raw material and how the raw materials relate to 
one another. This model helps with quality control and 
economics by lowering construction time and costs and 
enabling for the modification of mix proportions to prevent 
either concrete that is too weak to satisfy its design 
strength requirements or concrete that is too strong for its 
intended purpose. These problems can arise when 
concrete is either too weak or too strong for its intended 
purpose. An earlier and more exact estimate of strength 
prediction would yield advantageous outcomes for the 
building sector. 
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Abstract. Brain cancer is a major medical problem that has implications for how people are diag-
nosed and treated. The prognosis for patients with brain tumours (BT) depends on their diagnosis 
and categorisation at an early stage providing effective medical care. This paper proposes a novel 
adaptive twin-hyperplane support vector machine boosting (ATSVMB) strategy that categorises 
BT in MRI data. Brain MRIs obtained from the Kaggle source are gathered to assess the suggested 
ATSVMB approach. The original MRIs are de-noised and contrast-enhanced using Gaussian filter and 
histogram equalisation techniques, respectively. The targeted regions are segmented on the improved 
MRIs using flexible k-means clustering (FKMC) driven segmentation following pre-processing. 
This study uses the Python programming language to classify BT using the ATSVMB algorithm. 
When compared to traditional methods, the results show that the suggested ATSVMB method has 
the greatest accuracy (98.12%), recall (98.43%), F1-score (97.62%) and precision (98.27%) for 
categorising BT on MRI scans. The model’s capacity for tumor type differentiation as well as its 
capacity for identification and treatment offer hope for enhancing the quality of life for patients. 
The study advances the area of medical imaging and establishes the groundwork for the creation of 
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computerised BT categorisation systems, which will help healthcare practitioners make prompt and 
intelligent choices about the identification and management of BT. 

Keywords: Brain tumor (BT), MRI, early detection and accurate classification, Adaptive twin-
hyperplane support vector machine boosting (ATSVMB).

AIMS AND BACKGROUND

Modern medicine has seen significant improvements in patient treatment because 
of the fusion of advanced technology and novel diagnostics. Among these signifi-
cant advancements, the area of automated BT categorisation emerged as a notable 
source of optimism and possibility1. The utilisation of artificial intelligence and 
machine learning has provided healthcare providers with the capability to enhance 
the accuracy, effectiveness and speed of BT identification and categorisation2. 
This paradigm change, characterised by its innovative nature, carries significant 
implications that extend over its immediate impact on patients. It provides an 
important lifeline to numerous individuals and offers insight into the enormous 
potential application of AI to the study of medicine3.

Healthcare professionals have encountered a tremendous challenge from BT, 
which is deceptive and dangerous. BT classification and precise identification are 
essential for establishing treatment strategies and forecasting patient outcomes4. 
Traditionally, the completion of these responsibilities has been dependent on 
the proficiency of radiologists and pathologists, who evaluate intricate medical 
imaging data, including MRI and computed tomography (CT) images. However, 
the mentioned manual procedures are associated with a significant expenditure of 
time but are susceptible to human errors, hence increasing the need for automated 
resolutions5.

The field of AI has come into existence as a transformative innovation in the 
area of BT categorisation. AI algorithms, which are driven by extensive datasets 
and processing capabilities possess the ability to evaluate large quantities of medical 
images. They are capable of classifying BT into several groups, such as gliomas, 
meningiomas, or metastatic tumors, in addition to detecting the existence of BT 
(Ref. 6). Deep learning (DL) algorithms have made it possible for medical profes-
sionals to make informed choices that are able to recognise complex patterns and 
small irregularities in medical images7.

The ability of automated BT categorisation to reduce gaps in healthcare dis-
parities is one of its greatest notable characteristics. Specialised medical informa-
tion is difficult to access in numerous areas of the world, particularly in remote or 
underdeveloped regions8. When AI-based solutions are integrated into regional 
medical centres, they can offer rapid and accurate diagnostics, assuring that patients 
get the treatment they require. By decreasing the stress on medical personnel, they 
are able to use their time and knowledge more wisely while expanding the number 
of individuals they can provide9.
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The advantages of automatic categorisation of BT are extended beyond 
evaluation. Through ongoing learning and adaptation, the AI-driven method can 
improve its accuracy over the years. This iterative procedure advances the standard 
of healthcare while contributing to the repository of knowledge in the discipline 
of neuro-oncology. Understanding the pathogenesis of BT can be gained through 
analysis of the data produced by these networks, which will help to design stronger 
therapeutic approaches and solutions10. This study presents a novel technique called 
Adaptive twin-hyperplane support vector machine boosting (ATSVMB) for the 
automatic categorisation of BT in MR images.

EXPERIMENTAL

The proposed method uses a Gaussian filter for de-noising and histogram equalisa-
tion is used for the contrast enhancement of images. The segmentation of the im-
ages was achieved through the flexible K-means clustering. The Discrete Wavelet 
Transform (DWT) and Principal component analysis (PCA) are used for feature 
extraction and reduction of the feature vector size. The proposed Adaptive twin-
hyperplane support vector machine boosting is employed for the classification of 
brain MRI. Figure 1 displays the overall flow of the suggested model.

Fig. 1. Overview of the suggested model for classifying brain MR images

DATASET

We gathered dataset from the Kaggle source “https://www.kaggle.com/datasets/
ahmedhamada0/brain-tumor-detection”, which contains 3060 brain MRI images. 
The dataset containing the testing and training images is displayed in Fig 2.
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Fig. 2. Testing and training brain image samples

PRE-PROCESSING

Gaussian filter for de-noising. The Gaussian filter is employed for the purpose of 
removing speckle noise, as well as other minor disturbances if present. The Gauss-
ian filter is associated with blurring of edges. However, this issue can be reduced 
by employing varying ranges of standard deviation and mean values. The Gaussian 
filter can be explained mathematically by the following equations:
 JH(j, i) = J′ × (j, i) = J′ (1/(2πσ2) f(–j2 – i2)/(2σ2)	 (1)

 σ2 = F(W2) – [F(W)]2.	 (2)

In this instance, JH(j, i) represents the image after undergoing the de-noising 
process using a Gaussian function; σ2 – the variance of the noisy image; the vari-
ables j and i correspond to the distances from the origin along the w and z axes, 
respectively; W ∈ (j, i) – the specific value or parameter. The de-noised image is 
depicted in Fig. 3.

Fig. 3. De-noised image

Histogram equalisation. This is a technique in image processing employed to 
improve contrast so that the intensity of images can be distributed on histogram 
equalisation. This approach has no effect on the values included in the image’s 
matrix x(m, n). However, it changes the colour mapping connected to the matrix 
x(m, n) values such that every colour in the whole dynamic range, from black to 
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white, is used. The contrast enhancement of the de-noised image is depicted in 
Fig. 4.

Fig. 4. Contrast enhancement of de-noised image

IMAGE SEGMENTATION

The process of image segmentation involves a complicated process of distinguish-
ing between many types of normal brain tissues, including white matter, cerebrospi-
nal fluid, gray matter, as well as the skull and separating them from tumor tissues in 
brain MRI. This segmentation is essential as it allows for the isolation of the tumor 
region, which is utilised in further stages of analysis. This study demonstrates the 
utilisation of the “K-means classification” method for the purpose of categorising 
brain MRI to assess BT. During classification, the qualities like circularity and 
brightness are established. The proposed scheme is divided into two stages:

Initialisation stage. The primary component of the adaptive classification technique 
is the initialisation stage, which applies K-means clustering for a certain number 
of iterations, denoted as n. The distribution of new centres takes place for the 
purpose of constructing the primary new clusters. Goodness is calculated below 
the beginning of this specific iteration. The mean roundness of comprehensive 
consequential objects is used to describe how the goodness functions perform. 
The circularity ratio is the percentage of the contour area to the circle area along 
with the corresponding boundary and it is expressed in equation (3):
 ecirc = 4πA/σ2,	 (3)

where A and O stand for the object area, respectively. The ecirc function is < 1 for 
other form and one for a circular form. The area is determined by summing the 
pixels in each isolated group. Equation (4) is used to generate the goodness function:

GOODNESS = 
∑N

j=1 ecircj Bj , (4)
∑N

j=1 Bj
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where ecirc denotes the proportion of j-th objects and Bj denotes the area of j-th 
object. The area is connected through the circularity ratio to raise the criteria for 
large objects and lower those for small objects.

FEATURE ENGINEERING

Feature extraction using Discrete wavelet transform (DWT). The wavelet transfor-
mation is considered the optimal method for conducting surface analysis of images 
to facilitate categorisation. Hence, the utilisation of wavelet transformation enables 
the extraction of texture characteristics from the provided image.

The DWT is an effective mathematical approach utilised for the purpose of 
attribute extraction in numerous applications in the field of medical image analysis. 
This decomposition is achieved through the application of a filter bank, such as the 
Haar filter bank, which has been employed in our research. For iterative multi-level 
decomposition, the approximation component is utilised to decompose the image 
at the subsequent level. The attributes of the images were extracted employing 
the 3-level decomposition with the Haar filter bank wavelet. The stages of DWT 
decomposition are shown in Fig. 5.

Fig. 5. Feature extraction output

Principal component analysis (PCA). One of the primary challenges associated 
with the DWT approach for feature extraction is its tendency to generate a large 
number of attributes. This phenomenon is referred to as the curse of dimensionality. 
Hence, it is essential to reduce the number of features. PCA is a recognised method 
used for reducing the dimensionality of features. This is achieved by projecting the 
original features onto the eigenvectors that correspond to the greatest eigenvalues 
of the covariance matrix obtained from the original feature set. 

The observational matrix H should be created using actual data. When M has 
certain experiences, a matrix H is produced based on b features θ1, θ2, …, θb. Each 
row in the data collection includes a numerical estimate of the statistical results, 
where the number of occurrences is denoted by the m-th column, which is shown 
in equation (5):
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H =

H11 H12 … H1b

(5)
H21 H22 … H2b

… … … …
Hm1 Hm2 … Hmb

The process of matrix observation necessitates the centralised processing of 
data, as shown in equation (6). It is important for calculating the sample average 
as well.
 h̄j = (1/m) ∑n

j=1 hj1.	 (6)

Meanwhile, the standard deviation is displayed in equation (7):
 Qi = ((1/m)(hji – h̄i)2)1/2.	 (7)

On the basis of equation (8), a standard matrix h̄i is created using a specialised 
data processing technique:
 h͠ji = (hji – h̄i)/Qi (j = 1, 2, …, n; i = 1, 2, …, o).	 (8)

Equation (9) enables the calculation of association matrices for specific con-
ditions:
 U = (1/m) H͠K H͠.	 (9)

To determine the value of each element of O, equation (6) was used.

lji = 
∑m

n=1 (hji – h̄i) (hji – h̄i) . (10)
(∑m

n=1 (hji – h̄i) (hji – h̄i)2 ∑m
n=1 (hji – h̄) (hji – h̄i)2)1/2

It is important to identify O’s eigenvalue and eigenvector as in equation (10). 
Establish λ1 ≥ λ2 ≥ … ≥ λo ≥ 0 as the attribute values for l in O. Equation (11) is 
useful to determine the relative significance of each fundamental component:
 aj = λj/(λ1 + λ2 + … + λo), j = 1, 2, …, o.	 (11)

Additionally, select the most significant element that achieves 90% and pro-
duces λa=1 as PCA results. Select the top vector of attributes for the PCL according 
to the order of decreasing sequence of attributes 1, 2, …, o, calculate the related 
eigenvectors y1, y2, …, yl in equation (12):
 Rn×l = (y1, y2, …, yb).	 (12)

For instance, to develop novel primary parameters l1, l2, …, lo, one must em-
ploy a linear variation technique utilising the PCL vector RM

c×o and equation (13) 
to manipulate the actual data.
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l1

= RM
c×o

θ1

(13)… …
lh θh

The parameters of the matrix underwent a change from l to o after the conven-
tional transformation, resulting in a significant decrease in the number of acquired 
data. Figure 6 displays the feature vector size reduced image.

Fig. 6. Output of feature vector size reduction

ADAPTIVE TWIN-HYPERPLANE SUPPORT VECTOR MACHINE BOOSTING 
(ATSVMB)

The utilisation of Twin Support Vector Machine (T-SVM), when combined with 
AdaBoost, presents an innovative methodology that exhibits considerable potential 
in the area of automated BT categorisation.

Twin support vector machine boosting (T-SVM). One significant limitation of “Sup-
port Vector Machines (SVM)” is the extensive processing time required to solve 
intricate quadratic programming problems (QPPs). The T-SVM algorithm separates 
structures into two categories by identifying two non-parallel hyperplanes. This is 
achieved by calculating a pair of QPPs, as opposed to a single complex limitation 
as in the SVM algorithm.

The T-SVM algorithm attempts to identify two hyperplanes that are not parallel 
as well as those that are in close proximity to the separating hyperplane defined by 
the training data set. These hyperplanes are represented by equation (14):
 wS x1 + a1 = 0; wS x2 + a2 = 0.	 (14)

The pair of differentiating hyperplanes of the T-SVM classification are de-
rived by calculating the subsequent pairs of quadratic programming the following 
equations:
 (T-SVM1) min (1/2) (Bx2 + f1 a1)S (Bx1 + f1 a1) + d1 f1

S ξ	 (15)

subject to: – (Ax1 + f2 a1) + ξ ≥ 0
 (T-SVM2) min (1/2) (Ax2 + f1 a2)S (Ax2 + f2 a2) + d2 f2

S ξ	 (16)

subject to: – (Bx2 + f1 a2) + ξ ≥ 0
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Let d1 and d2 be positive parameters, f1 be a vector of ones with size n1, f2 be 
a vector of ones with size n2 and ξ be the slack variable. A novel test sample is 
allocated to the class based on its closeness to one of the two provided planes.

Adaptive twin-hyperplane support vector machine boosting (ATSVMB). The 
proposed approach utilises the T-SVM algorithm, a sophisticated categorisation 
technique, together with the enhancing characteristics of AdaBoost to promote the 
efficiency and durability of BT categorisation algorithms.

The main goal of computerised BT categorisation is to differentiate between 
regions containing tumors and regions without tumors in medical images, specifi-
cally MRI scans. The hybrid technique depends on T-SVM as its fundamental 
element, which demonstrates excellent performance in the setting of binary cat-
egorisation applications. The proposed method has been designed to deal with the 
issue of imbalanced datasets, which is a prevalent challenge experienced in the 
domain of medical imaging. This approach involves the simultaneous training of 
two SVMs with the objective of minimising classification defects. The utilisation 
of T-SVM enables the model to differentiate between tumor and non-tumor areas, 
hence providing a high level of precision in the classification phase.

The combination of T-SVM with AdaBoost contributes to an improvement in 
classification accuracy and improves the adaptability of the automated BT catego-
risation system. Therefore, this approach serves to decrease the possibility of both 
false positives and negatives, which hold significant importance in the medical 
domain as they contribute to the prevention of misdiagnosis and the advancement 
of patient wellbeing. Algorithm 1 shows Adaptive twin-hyperplane support vector 
machine boosting.

RESULTS AND DISCUSSION

The recommended procedures had been evaluated on the Python 3.10 platform. The 
proposed optimisation strategies were shown on a Windows 10 laptop equipped 
with an Intel i3 9th Gen processor and 8 GB of RAM. Performance of the sug-
gested method is assessed here. strategy with the existing methodology, which 
employs Deep Neural Network (DNN), Random Forest (RF), “Improved dragonfly 
optimisation algorithm-deep belief network (IDOA-DBN)” and Visual Geometry 
Group16-Neural Autoregressive Distribution Estimation (VGG 16-NADE). Fig-
ure 7 displays the categorisation of tumor and normal brain MR Images.
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Fig. 7. Classification of normal and tumor MR images 

The accuracy represents the proportion of the entire dataset’s categorised im-
ages of BT. It is an important performance measure because it reflects the model’s 
capacity to produce precise forecasts. The accuracy of the suggested ATSVMB is 
98.12%, whereas the existing DNN, VGG 16-NADE and RF methods have 97, 
96.01 and 95.84%, respectively. This shows our proposed method has high ac-
curacy and it was more effective in the classification of brain MRI images, which 
is displayed in Fig. 8.

Fig. 8. Result of accuracy

Table 1 displays the results of precision and accuracy. Precision represents 
the percentage of effective tumor forecasts among positive predictions. The exist-
ing DNN, VGG 16-NADE and RF methods have precision values of 97, 95.72 
and 94.12%, whereas our proposed method has a high precision value of 98.27%, 
respectively. Figure 9 shows the result of precision.
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Fig. 9. Precision

Table 1. Performance of accuracy and precision
Methods Accuracy (%) Precision (%)
DNN 97.00 97.00
VGG16-NADE 96.01 95.72
RF 95.84 94.21
Proposed 98.12 98.27

Figure 10 displays the recall ratio of the methods used here. The recall measure 
evaluates a system’s capacity to recognise all real occurrences of BT positives. 
It measures the ratio of precise positive forecasts to the total amount of actual 
positive instances. When compared to the existing DNN, VGG 16-NADE and 
RF approaches, our proposed ATSVMB method has a high recall ratio of 98.43%, 
while DNN, VGG 16-NADE and RF have low ratios of 97, 95.64 and 93.72%, 
respectively.

Fig. 10. Output of recall
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Table 2 displays the performance of the F1-score and recall. The F1-score is 
a crucial parameter utilised in the automated classification of BT and serves as a 
measure of the model’s ability to maintain a right harmony between knowledge and 
memory. Accuracy and memory are combined into a single score. The F1-score of 
the traditional approaches IODA-DBN was 92.49%, for VGG 16-NADE – 95.68% 
and for RF – 93.10% when compared to our suggested ATSVMB method. Our 
proposed approach has a higher F1-score of 97.62%, which is displayed in Fig. 11.

Fig. 11. Result of F1-score

Table 2. Performance of recall and F1-score
Methods Recall (%) F1-score (%)
IDOA – DBN 97.00 92.49
VGG16-NADE 95.64 95.68
RF 93.72 93.10
Proposed 98.43 97.62

CONCLUSIONS

Automated BT classification refers to a medical technique that employs machine 
learning algorithms and MRI images to identify and categorise BT. The utilisa-
tion of this technology enhances the efficiency of diagnosing medical conditions, 
enhances the accuracy of diagnoses and helps in the development of treatment 
strategies, providing accelerated and dependable outcomes for both patients and 
healthcare providers. This research proposes a unique methodology known as 
Adaptive twin-hyperplane support vector machine boosting (ATSVMB) for the 
automated categorisation of BT in MRI images. The findings demonstrated that the 
proposed ATSVMB approach has the highest values of accuracy (98.12%), recall 
(98.43%), F1-score (97.62%) and precision (98.27%). The disadvantages involve 
susceptibility to noisy data, possible excessive fitting in high-dimensional areas 
and greater computing difficulty as a result of numerous hyperplane iterations. 
The possible fields of development include enhanced precision, instant diagnos-
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tic capabilities, customised treatment options and combining innovative medical 
imaging modalities to enhance patient results.
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Abstract. Clayey soil is made up of extremely tiny clay particles that can 

be employed as a binding material and have a higher retention of water 

compared to other soils. A hydraulic barrier to fluid flow can be obtained by 

a clay liner. Clay liners serve a purpose in liner systems to regulate leachate 

release from the waste or in covering systems to reduce water infiltration. 

Long-term low hydraulic conductivity constitutes a demand for clay liners 

to accomplish these objectives. Clay liners were barriers designed to cover 

landfills and dispose of low and intermediate-level waste. clay sample of its 

index and engineering characteristics permeability will be examined in a 

laboratory. After adding Na, Cl (salts) and Mg,Cr,Zn,Pb (metals) at different 

percentages to the clay soil the Hydraulic conductivity and index 

characteristics are examined within lab conditions. The measured values of 

the sample's including before and after the addition of chemicals at different 

percentages 0,2,4,6, and 8%, have been compared by the results of the 

present investigation. 

1 Introduction 

Landfills were managed effectively engineering facilities used in industrialised nations to 

manage toxic trash in a way that protects the environment. Landfills need to be designed, 

located, operated, and regulated by national government laws and regulations. One of the 

landfill's most important components, the liner, stops leachate from penetrating the subsoil. 

When a landfill liner is placed beneath a completed landfill, it needs to have certain 

characteristics, such as strength, permeability, and swelling behaviour. The design and 

material requirements of landfill liners were very important because they facilitate the 

handling and management of various waste types. Additionally, for the purpose to prevent 

contamination of groundwater, liner systems must be constructed in a cost-effective and 

environmentally responsible approach(Arunkumar et al., 2022; Arunvivek & Rameshkumar, 

2019; Sankar & Ramadoss, 2023). 
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Leachate is the result of water and water-soluble chemicals building up in the landfill 

when water flows through it. Either rainfall or the garbage particles may have provided this 

water.  

Groundwater and soil contamination as well as environmental deterioration may happen 

from landfill leachate that seeps deeply into the earth. In ponds and landfills, earthen liners 

are commonly used to confine dangerous and poisonous chemicals. The durability of liners 

which come into connection with different wastes is closely monitored, and there is a demand 

for more affordable, higher-quality options. The choice of clay liners for application in 

hazardous liquid waste containment facilities is mostly influenced by their permeability and 

sensitivity to modifications with time or chemical exposure. Fine matrix with granular soil 

are common mixes observed in earthen liners. The worldwide practice of land filling for the 

disposal of municipal solid waste has emerged as a significant environmental issue, leading 

to degradation and contamination of the ecosystem. The X-ray diffraction analysis, 

performed by Sachan et al. (2007), indicated that the clay contains kaolinite, illite, and 

shapeless quartz particles. These particles have an impact on the clay's hydraulic conductivity 

and leachates, which increases permeability. By measuring the total dry weight of the soil at 

various percentages of fly ash (15 and 25%) and lime (0–7%), Zalihe Nalbantoglu et al. 

(2011) assessed the impact of these materials on the compressibility along with hydraulic 

properties of an expansive soil in Cyprus. Additional investigations were performed as well 

on soils that contained 15% fly ash plus 3% lime.  

The hydraulic conductivity of 7 geosynthetic clay liners (GCLs) to leachates of synthetic 

coal combustion products (CCP) was assessed in the  investigation. The chemical 

composition of the leachates reflects both the best and most serious situations found in CCP 

dumps. Geosynthetics along with landfill liner materials Rajiv Kumar et.al (2023) were 

employing to improve the geotechnical characteristics of these liners. Additionally examine 

the application of waste materials and microstructural analysis (SEM–EDX, XRD, FT–IR, 

etc.) for compacting particles while enhancing the strength and stability of soils. While 

bentonite-polymer composites having polymer loadings that varied from 0.5 to 12.7% have 

been observed in four of the GCLs, normal sodium bentonite had been identified in the GCLs. 

Compacted clay liners, which decrease the rate at which contamination migrates by 

condensation, are commonly used as hydraulic barriers beneath the leachate collection 

systems of MSW landfills. Thyagaraj et al. (2021) investigated the poor hydraulic 

conductivity and rapid molecular diffusion of these liners. The impact of desiccation and 

leachate infiltrating fractures over natural hydraulic conductivity has been examined by 

Anggraini et al. (2020). Ajitha et al. (2019) concluded that a low hydraulic conductivity of 

less than 1*10-7 cm/s is the most important criterion. As the amount of lead grows, 

permeability falls and shear strength increases. It has been determined that the Langmuir 

model is the most suitable for this inventive liner. 
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Fig 1. Leachate affecting drinking water 

Yonli et al. (2022) conducted hydro-mechanical experiments on the two sampled 

materials to evaluate their sealing qualities as well as their capacity to deform and rupture 

characteristics, which are crucial for ensuring a bottom liner's longevity. For the purpose of 

figuring out how the hydro-mechanical properties of the clayey soils were altered, all of these 

experiments were initially conducted using distilled water and subsequently with leachates 

acting as interstitial fluids. Silt aggregation, compaction density, and subgrade water content 

were among the five different geosynthetic clay liner products that Kerry Rowe et al. (2019) 

investigated for hydration. Assuming the same subsoil that has enough cations to cause 

exchange of cations after hydration, GCLs that satisfy accepted standards for low hydraulic 

conductivity and swelling index undergo hydration into equilibrium.  

Through a combination of 10 percent fly ash and 8, 10, and 12 percent by weight of 

sodium hydroxide (NaOH) with normalities of two and four, Swetha (2023) studied the 

enhancement of compressive strength and, as a result, shear strength. The results have been 

compared and recorded for 0, 7, 14, and 28 days for unconfined compressive strength (UCS).  

Compacted clay was subjected to permeability tests in a controlled environment to investigate 

the influence of desiccation cracking, hydraulic anisotropy, test specimen diameter, and 

storage duration. The hydraulic conductivities determined using the compaction-mold, 

consolidation-cell, and flexible-wall permeameters remained nearly the same by Boston et.al 

(1985). To evaluate the MDD and accompanying for lateritic soil-lime combinations affect 

their permeability in terms of lime content, curing time, and compactive effort from the 

investigation of Osinubi et.al (1998). Uncured specimens (standard Proctor) showed a 

maximum permeability at 4% lime content, while as the lime content grew, the permeability 

dropped. Black Cotton mainly agricultural soil, which is unsuitable for development because 

of its geotechnical characteristics. Its intrinsic fragility makes it unsuitable for construction 

and an attempt to stabilise the soil and produce good strength, plastic garbage has been 

employed in the laboratory test by Swetha et.al (2023).  

With absence of naturally occurring impermeable soils, Ameta et al. (2008) concentrated 

on the permeability of compacted bentonite and sand combinations employed to form fluid 

barriers. Krishna et al. (2021) conducted a series of assessments, including plastic restriction, 

liquid limit, free swell index, unconfined compressive test (UCC), and California bearing 

ratio (CBR), which revealed that the soil sample lacked strength in shear, bearing, and 

plasticity. As a result, the researchers repeated those experiments using varying percentages 

of fly ash in place of the soil sample.  A model pavement subgrade with the stabilised soil 

characteristics is designed by Vivek Kumar et.al (2021), and an economic analysis is done 

for the designed pavement subgrade. With expansive soils like black cotton soil, subgrade 

soil stabilisation is an important step in the pavement construction process. In this study, 
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Atterberg's limits, Optimum Moisture Content (OMC), and percentage of coal ash added by 

weight are included, which directly affect the CBR value.  

Flexible concrete pavements with a bituminous layer constitute a majority of Indian roads, 

regardless of the design thickness of the pavements. A flexible pavement having bituminous 

covering was previously the norm in India due to the country's cement shortage. Because of 

its wonderful feature of gradually strengthening and improving with increased traffic, this 

flexible pavement is chosen over cement concrete roads by Kamalaraju et.al (2020) 

investigation. Using enrollment maps generated with GIS technology that suited the purpose, 

Katteri watershed produced a number of thematic guides. With the majority of large-scale 

studies being unfeasible in the field, a lab model of a landslip zone was used to study landslip 

movement at different slopes and levels of precipitation. The study conducted by 

Swaminathen et al. (2023) indicates that landslides are more likely to occur on steeper 

inclines with deeper soil, and that precipitation is the main cause of these events. 

 

2 Materials and Methods 

2.1 Soil and Chemicals 

The soil used in this study is naturally Block cotton soil collected from Warangal city, of 

Telangana according to  Indian standards ( IS 2720, Part 1-1983)(6). The Leachate 

resembling the chemical composition of landfill leachate was prepared from salts and heavy 

metals solutions such as Na, Cl (salts) and Mg,Cr,Zn,Pb (metals).The list of heavy metals 

salts considering in this study and their corresponding Normality is taken as 2N from the 

initial tests. 

2.2 Methodology 

2.2.1 Index properties 

Numerous factors, notably mechanical characteristics like compressive index, have an 

impact on the liquid limit. According to definitions, it happens when the soil's moisture 

content continues to act like a liquid and flows. The settlement analysis will serve from the 

significance of the compression index. The natural moisture content of soft soil has been 

estimated to be around the liquid limit. If the amount of moisture remains lower than the 

liquid limit, the soil is regarded as hard. Casagrande's liquid limit in Fig 2. gives a percentage 

of the weight of the oven-dried soil that represents the percentage of moisture of the soil 

during the period of transition between the liquid and plastic consistency stages.  

The earth starts behaving as a plastic material at the plastic limit.  When a plastic material 

is moulded to a specific shape, that shape remains intact. format. If the percentage of moisture 

is less than the plastic limit, the material is either solid or non-plastic. Soil starts becoming 

like a plastic material once it achieves a specific moisture content. As a percentage of the 

weight of the soil dried in an oven, the level of consistency at the border of a soil's plastic 

limit across the plastic and semisolid stages is calculated and showed in Fig 3. As per IS: 

2720, soil dissolves when rolled into a thread (3 mm) in diameter and placed on a ground 

glass plate or other adequate surface.  
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Fig 2. Liquid limit of Soil specimen 

 

 

 
Fig 3. Plastic limit of Soil sample 

 

The tests to determine index properties of soil were done using IS 2720.1985 (Part V) (6). 

They were done in soil treated with 0,2,4,6, and 8% Na, Cl (salts) and Mg,Cr,Zn,Pb (metals) 

to understand the variation in properties of untreated as well as treated soil. 

2.2.2 Compaction tests 

When the typical compaction test forces air out of the pores between the soil grains, the 

soil densifies. Compaction happens when dirt is compressed by large machinery. The soil 

levels used for backfilling or filling a space were called lifts. The state of the natural material 

being covered will affect how well the initial fill layers compact under the weight of the earth 

fill over time, which may cause settlement cracks in the fill or in any supporting structures. 

The maximum dry unit weight and optimal moisture can be significantly influenced by the 

kind of soil, which includes characteristics like particle size distributions, soil grain shape, 

specific gravity of soil particles, and the amount of clay minerals present. 

 

The permeability of soil is determined employing the falling head and constant head 

methods. By allowing the head to sink as water enters the sample, the falling head method 

lowers the test pressure. This method is generally only applicable to fine-grained soils, such 
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as clay. Before the flow measurements, the soil sample has been submerged and a specific 

volume of de-aired water is added to the standpipes. Once the water in the standpipe reaches 

a predetermined lower limit, the test is initiated by allowing the water to continue flowing 

through the specimen. The time-stamped amount of time that the water in the standpipe 

requires to fall from the uppermost level. 

 

The tests to determine the optimum moisture content and maximum dry density were 

done using both standard proctor compactive effort and to IS 2720.1980 (Part VII) (6). The 

same is repeated for soil treated with 0,2,4,6, and 8% Na, Cl (salts) and Mg,Cr,Zn,Pb 

(metals). 

 
Fig 4. Compaction by Standard Proctor Test (SPT) 

2.2.3 Hydraulic conductivity testing 

Hydraulic conductivity testing was done using consolidometer apparatus and falling head 

method was used, according to IS 2720.1986 (Part XVII) (6). The permeant used was water 

and value of coefficient of permeability was recorded once it reached a constant value after 

complete saturation. The same is repeated for soil treated with 0,2,4,6, and 8% Na, Cl (salts) 

and Mg,Cr,Zn,Pb (metals). 

 
Fig 4.Falling Head Permeability Test setup 

2.2.4 Preparation of Heavy Metals, salts solution 

 For example, taking Normality for Magnesium,  

   Normality(N) : Equivalent mass(M) / Total volume of solution(V) 
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   Taking N=2, M=24.31g,V=1 litre 

    1N=24.31/1000 

Using algebra and remembering that N is eq/L: 

   M = 1 eq/L x 1L x 24.13g/eq, 

   Therefore m=24.13g 

   To make a 1N solution, 24.13 grams of Mg dissolved in 1L. 

Likewise, for a 2 N solution of Mg , multiply by a factor of 2.  

   Mass is equals to 48.26grams. 

 

3 Experimental Investigation 

The index properties of soil is summarised in Table 1. From the test results, it was 

identified that the soil can be classified as clay of intermediate plasticity (CI) according 

to Unified Soil Classification system. The soil contains 30% sand, 23% silt and 39% clay 

particles. The variation in Liquid limit, Plastic limit, Plasticity Index and free swelling  

index is also provided. Chemical properties of MSW leachate values provided in Table 

2. 

Table 1. Properties of Clayey soil 

Properties  Value 

Gravel (%) 8 

Sand(%) 23 

Silt(%) 39 

Clay (%) 30 

Liquid limit (%) 45 

Plastic limit (%) 24 

Plasticity index (%) 18.87 

Free Swelling Index (%) 76 

Optimum moisture content 17 

Maximum dry density (g/cc) 1.84 

Permeability(cm/sec) 4.5*10-6 

 
Table 2. Chemical characteristics of MSW leachate 

 

Characteristics Value 

Biological oxygen demand 0.60 

Chemical oxygen demand 940 

Total dissolved solids 8.10 

Total hardness 181 

pH 8.7 

Chloride 12.7 

Lead 0.2118 

Chromium 0.2099 

Sodium 200 

Potassium 540 

Sulphate 1.21 

Nitrate 0.0012 

Zinc 0.60 

Calcium 1.3852 
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4 Result and Discussion 

The graph of experimental investigation carried out in different stages. In this experiments 

prepared soil mix with various Salts such as Chlorine, Sodium and Heavy metals such as 

Magnesium, Zinc, Lead with a defined percentages to test the soil properties such as Liquid 

limit, plastic limit, Standard compaction and Permeability. Below are the test results of the 

clay soil.  

 

 
Table 3. Description of Soil composition of Salts and Heavy metals 

Sample Chlorine 

(Cl) 

Sodium 

(Na) 

Chromium 

(Cr) 

Magnesium 

(Mg) 

Zinc Lead 

S0 
Soil+0% 

Cl 

Soil+0% 

Na 

Soil+0%Cr Soil+0% 

Mg 

Soil+0% 

Zn 

Soil+0% 

Pb 

S1 
Soil+2% 

Cl 

Soil+2% 

Na 

Soil+2% Cr Soil+2% 

Mg 

Soil+2% 

Zn 

Soil+2% 

Pb 

S2 
Soil+4% 

Cl 

Soil+4% 

Na 

Soil+4% Cr Soil+4% 

Mg 

Soil+4% 

Zn 

Soil+4% 

Pb 

S3 
Soil+6% 

Cl 

Soil+6% 

Na 

Soil+6% Cr Soil+6% 

Mg 

Soil+6% 

Zn 

Soil+6% 

Pb 

S4 
Soil+8% 

Cl 

Soil +8% 

Na 

Soil+8% Cr Soil+8% 

Mg 

Soil+8% 

Zn 

Soil+8% 

Pb 
 

 

Table 4. Liquid Limits (%) for Clayey Sample with Salts and Metals 

 

Sample  Cl Na Cr Mg Zinc Lead 

S1 47 44.25 47.56 43  43.6 44 

S2 51 43 48.89 40 41.26 42.67 

S3 56 42.86 49 39 40 40.5 

S4 58 41 52 36 37 38.89 
 

Table 5. Plastic Limits (%) for Clayey Sample with Salts and Metals 

 

Sample  Cl Na Cr Mg Zinc Lead 

 Plastic Limit (%) 

S1 27 26.5 25 28 25.29 26 

S2 29 27.89 24.39 30.41 23 25.04 

S3 32 28.6 22.64 32 22.56 24 

S4 33 29 21.87 33 20.3 22 

 Plasticity Index (%) 

S1 20 17.75 22.56 17.86 18.31 18 

S2 22 15.11 24.5 16.62 18.26 17.63 

S3 24 14.26 26.36 15.9 17.44 16.5 

S4 25 12 30.13 13.05 16.7 16.8 
 

Table 6. Optimum Moisture Content (%) for Clayey Sample with Salts and Metals 

 

Sample  Cl Na Cr Mg Zinc Lead 

S1 17 17.23 15.43 16.95 15.04 15.6 

S2 18.5 17.6 14.27 17.1 14.07 14 
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S3 19.34 18.43 12 17.45 13 12.96 

S4 20.13 18.9 11.79 18.22 12.09 12.05 

 

Table 7. Maximum Dry Density for Clayey Sample with Salts and Metals 

 

Sample  Cl Na Cr Mg Zinc Lead 

S1 1.96 1.98 1.9 2.0 1.76 1.89 

S2 2.0 2.46 1.98 2.56 1.65 1.92 

S3 2.5 2.8 2.06 2.98 1.58 1.976 

S4 2.76 3.2 2.18 3.1 1.46 2.024 
 

Table 8. Permeability (10- 7cm/sec) for Clayey Sample with Salts and Metals 

 

Sample  Cl Na Cr Mg Zinc Lead 

S1 3.21 3.61 3 3.8 4.12 3.22 

S2 2.93 2 2.1 2.7 3.5 2.6 

S3 2.6 1.78 1.89 1.8 2.8 1.98 

S4 1 1.1 1.5 1.1 1.6 1.86 

 

 
 

Fig 8. Liquid Limits (%) for Clayey Sample 

with Salts and Metals 
Fig 9. Plastic Limits (%) for Clayey Sample 

with  

Salts and Metals 

  

E3S Web of Conferences 529, 01006 (2024)

ICSMEE'24
https://doi.org/10.1051/e3sconf/202452901006

9 383



Fig 10. Plasticity Index (%) for Clayey Sample 

with Salts and Metals 
Fig 11. OMC (%) for Clayey Sample with Salts 

and Metals 

 
 

Fig 12. MDD (g/cc) for Clayey Sample with 

Salts and Metals 
Fig 13. Permeability for Clayey Sample with 

Salts and Metals 
 

The Liquid limit is the moisture level at which soil behaves to flow like water. The liquit 

limit and plastic limit of the soil alone was found to be 45%,24%. liquid limit increases as 

the chlorine percentage increases and decreases when magnesium or sodium percentages 

decreases as shown in Fig 8 and Fig 9. Liquid limit increases as the chromium percentage 

increases and decreases when Lead and Zinc percentages decreases shown in Table 4. Plastic 

limit of chlorine and magnesium are approximately same when compared to the values of 

sodium. The results of Lead, Zinc and Chromium are decreased as the chemical percentage 

increases. Plasticity index almost same behaver when chemicals react with soil as displayed 

in Fig 10 and Table 5. 

The maximum dry density  (Table 7) and optimum moisture content (Table 6) of 

untreated and treated with 0,2,4,6, and 8% Na, Cl (salts) and Mg,Cr,Zn,Pb (metals) soil is 

obtained through standard method. As the percentage of chemical increases from 0% to 8%, 

it was observed that the maximum dry density increased from 1.8g/cc for 0% chemical and 

the optimum moisture content decreased from 17% for 0% as shown in Fig.11 and Fig 12. 
As the percentage of chemical increases the variation in the OMC value is also rapidly 

increasing. The Magnesium percentage increases the MDD value has a minor change. That 

there is a increase in the MDD value as the percentage of Na,Cl,Cr,Zn,Pb increases. The 

results of the hydraulic conductivity for the various chemical percentages of 0,2,4,6, and 8% 

Na, Cl (salts) and Mg,Cr,Zn,Pb (metals) treated with soil that can affect the hydraulic 

conductivity.  

           From the results, it can be observed that with 0% marble dust addition, a maximum 

value of k = 4.5*10-6 cm/sec. The permeability of the soil after the addition of chemicals at 

a percentage of 2%,4%,6%, 8% is been decreased. Results of Permeability as displayed in 

Fig.13 and Table 8 after addition of Chlorine, Magnesium, Sodium with the fore mentioned 

graph describes that the soil permeability had been reached to a certain point after the 

chemicals percentage had been increased and shows similar results approximately. 

 

5 Conclusions 
 

Leachate high concentration of chemicals which is affected to soil properties. Locally 

available soil was treated with 0,2,4,6, and 8% Na, Cl (salts) and Mg,Cr,Zn,Pb (metals) to 

evaluate the index properties and hydraulic conductivity. The results are obtained the 

following conclusions can be arrived upon. 
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• For every 2% addition of 2N chlorine solution i.e., from 2% to 8% of chemical the 

liquid limit, plastic limit results are increased when increase in content of chlorine 

solution and on other side the optimum moisture content values were improved 

maximum dry density and permeability results were declined. 

• In case of zinc and lead solutions maximum dry density value is improved and the 

optimum moisture content values were decreased as of permeability values. 

• In case of magnesium and sodium solutions plastic limit value is improved 

compared to Liquid limit and the optimum moisture content values were improved 

as of permeability values.  

• In this observations for every 2% addition of 2N chromium solution i.e., from 2% 

to 8% of chemical the maximum dry density results are increased when increase in 

content of chlorine solution and on other side optimum moisture content and 

permeability results were declined.  

• Hydraulic conductivity of clayey soil was found to be 4.5*10-6 cm/sec which is not 

acceptable as per the relevant standards. Hence clayey soil was mixed with 

chemicals of 2N. Based on the Hydraulic conductivity (1x10-7 cm/sec), the clayey 

soil mixed with 8% salts satisfies the criteria for hydraulic conductivity. 
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Abstract
The corrosion rate is an essential parameter for predicting the service life of reinforced structural parts. The Tafel plots 
derived from the linear polarization resistance techniques, accelerated corrosion test, and gravimetric weight loss method 
were used to evaluate the corrosion performance of the reinforced steel of the proposed geopolymer concrete (GPC). The 
influence of molarity on compressive strength and corrosion test (through the chloride ion penetration) of the optimum 
mix proportions in the binary and ternary blends has been investigated. In this research, copper slag is fully replaced with 
fine aggregate, and the binder composition of GPC was prepared from class F fly ash, GGBS, and rock phosphate powder 
(RPP) for ternary mix proportions which was adopted, and GGBS and RPP for the production of binary blends in the 12 
and 14 molar concentration were investigated for the constant silica/hydroxide ratio of 2 and alkaline/binder ratio of 0.35 
for the cylindrical specimens with steel bar embedded at 20-mm coverings. When compared to standard concrete, the GPC 
lollipop sample significantly reduced the corrosion rate even in the presence of a 5% chloride environment. This is because 
phosphate’s natural corrosion-inhibiting property has decreased the deleterious impact of the copper slag and improved the 
performance of the structure.

Keywords  Geopolymer concrete · Copper slag · Fly ash · Accelerated corrosion test · Tafel extrapolation method · 
Gravimetric weight loss method

1  Introduction

Concrete exposed to the coastal environment is attacked by 
a variety of aggressive chemicals. These include mechani-
cal agents that cause steel reinforcing to corrode. Engineers, 
designers, and owners face a difficulty in preventing and 
controlling corrosion of steel reinforcement in reinforced 
concrete (RC) structures. New materials and rehabilitation 
procedures for structures subjected to aggressive corrosion 
conditions are being developed at a steady rate (Reddy and 

Baptiste 2013). Recently, alkaline cements are one of the 
groups with the largest development potential which adhere 
extraordinarily well to reinforcing steel, exhibit high-vol-
ume stability, fire resistance, and, foreseeably, longevity in 
aggressive settings. Finally, they are competitively priced 
in comparison with Portland cement (Glukhovsky 1965; 
Krivenko 1997; Palomo et al. 1999; Davidovits and Krive-
nko 1994; Wang and Scrivener 1995; Tailing and Brand-
ster 1989). Alkaline concrete made with activated fly ash 
should guarantee low reinforcement corrosion due to its 
high alkalinity—even greater than in standard concrete—
and the reinforcing steel’s simultaneous placement in the 
passivity region (Miranda et al. 2005). There has also been 
a substantial amount of study published on the corrosion 
rates of steel reinforcement in cementitious materials. The 
influence of cement composition, mineral admixtures, mate-
rial composition, loading circumstances, and environmental 
conditions has been studied and reported. These data can 
be used to help designers and engineers estimate the period 
between corrosion onset and cracking or spalling (Huajun 
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et al. 2013). However, there are limited data on the geopoly-
mer concrete’s durability qualities under actual exposure, 
which is important for practical application, particularly the 
deterioration of geopolymer concrete brought on by harsh 
environments. Geopolymer qualities, including as mechani-
cal properties, paste properties (Miranda et al. 2005; Huajun 
et al. 2013; Ryu et al. 2013; Rattanasak and Chindaprasirt 
2009; Chindaprasirt et al. 2009; Anurag et al. 2008), and 
durability in the laboratory, are the main focus of current 
research on geopolymer concrete. However, there are no 
particular publications about the geopolymer concrete’s 
durability in the actual marine site, which is mostly because 
of sulphate attack and the corrosion of steel under chloride 
attack (Thomas and Matthews 2004; Lopez-Calvo et al. 
2012). However, each of these methods is the result of a 
complex interaction between a number of factors, including 
moisture, temperature, force of impact, and sand abrasion in 
seawater. As a result, the study’s purpose was to investigate 
phosphate-based geopolymer concrete in the maritime envi-
ronment in order to attain good mechanical and durability 
attributes for marine structures. The influence of sodium 
hydroxide (NaOH) concentrations on geopolymer concrete 
compressive strength, chloride penetration profile, chloride-
binding capacity, and steel corrosion was investigated. The 
influence of phosphate in GPC and its behaviour in rein-
forced concrete was investigated in this study by conducting 
various electrochemical experiments and accelerated corro-
sion tests under harsh environmental conditions.

2 � Research Significance

There is a lack of information in the existing research on 
geopolymer concrete in optimizing the mix of precursors, 
notably with fly ash, GGBS, and RPP combinations. To get 
a reasonable conclusion, numerous researchers have studied 
several parameters, including altering the molarity, super-
plasticizer dosage, alkaline liquids to binder ratio, and so 
on. This study attempted to optimize the binder combination 

at 12 and 14 molarities of sodium hydroxide dosage using 
precursors such as GGBS+RPP and fly ash+GGBS+RPP. 
The fine aggregate is being fully replaced with copper slag. 
The durability of GPC admixed with industrial waste and 
natural rock powder (RPP) was determined, and a reasonable 
conclusion was reached.

3 � Materials Used

3.1 � Materials

One of the precursors was rock phosphate powder from 
a local supplier, which replaced 30% of the fly ash. Low-
calcium fly ash class F (according to ASTM C618-17) from 
Tuticorin thermal power plant with bulk density = 1.047 g/cc 
was employed in this research as a precursor, whereas GGBS 
was brought from JSW. RPP, fly ash, and GGBS have spe-
cific gravity values of 3.1, 2.14, and 2.7, respectively. Coarse 
aggregates of 20 mm and 10 mm with a specific gravity of 
2.65 were obtained from a nearby quarry. The fine aggregate 
was substituted with copper slag supplied from Sterlite fac-
tories in Tuticorin and certified to be in Zone II according 
to IS: 383-1970. M-sand with a fineness modulus of 2.45 
and a specific gravity of 2.6 were employed for the con-
trol specimen. As the alkaline liquid, a solution of Na2SiO3 
and NaOH in 12 molarity and 14 molarity was utilized. The 
sodium hydroxide was in the form of a white pillet and was 
commercial grade of 99% purity. For the synthesis of GPC, 
a very viscous sodium silicate solution in commercial grade 
with a specific gravity of 1.48 gm/cc was utilized (Table 1).

3.2 � Mix Design

The mix design in this research followed the parameters 
set by Rangan, which included an alkaline liquid ratio as 2, 
alkaline liquids to binder as 0.35, and a water content of the 
binder between 12 and 14%, using 12 and 14 molar sodium 
hydroxides. A constant 75–80% of the total mass of the GPC 

Table 1   Chemical composition 
of materials (wt%)

Sl.no. Compounds RPP GGBS Fly ash class 
F%

Copper slag

1 SiO2 17.6 37.68 55 25.78
2 Al2O3 0.49 14.54 26 0.21
3 Fe2O3 2.78 1.11 7 69.02
4 CaO 41.68 38.01 9 0.14
5 Na2O 0.52 – 0.2 0.49
6 MgO 0.84 7.07 1.8 –
7 SO3 – 0.39 0.4 0.11
8 P2O5 6.29 – – –
9 LOI (CO2 + Cl + H2O) 29.8 1.2 0.6 4.25
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is made up of aggregates, with a fine aggregate percentage of 
35%. Due to the increased specific gravity of the raw ingre-
dients employed in this study, the concrete’s average over-
all density is more or less comparable to that of traditional 
OPC concrete. Binder, which forms Si–O–Al bonds from the 
precursors needed to produce GPC, is the main difference 
between OPC and GPC mix design. If additional materials 
are included, it is necessary to do microstructural studies to 
determine the chemical interactions of the constituent mate-
rials during the polymerization process.

3.3 � Mixing Sequence, Casting, and Curing

The ingredients were dry mixed in a concrete mixer for 
10 min before adding alkaline solution to the mixer at the 
same time until the GPC mixture was uniformly blended. 
To avoid voids in the concrete, it was filled in moulds of 
100 × 200 mm cylindrical specimens with hand compaction. 
The proportions of the mix were calculated according to BV 
Rangan 2008, as shown in Table 2. To avoid the exothermic 
reaction that occurs during solution preparation, the alka-
line solution was prepared the day before casting. On the 
day of casting, the components are dry mixed for 10 min 

in a mortar mixer, then solutions are gradually added, and 
the mixture is combined for 10 min in a concrete mixer. 
To achieve workability, 12% free water was added to the 
mixer; this free water does not react during the polymeriza-
tion process.

4 � Experimental Setup

4.1 � Linear Polarization Resistance (LPR)

LPR is an electrochemical test procedure that establishes 
how quickly the reinforcement inside concrete corrodes. 
To evaluate the immediate rate of electrode corrosion, this 
active approach must maintain a consistent open-circuit 
potential (OCP) value in order to retain the test’s linearity. 
For measuring LPR, a test setup with three electrodes—
a working electrode, a counter electrode, and a reference 
electrode—as well as an electrolyte of 3.5% sodium chlo-
ride solution is necessary. The working electrode is a piece 
of reinforcing steel that is within a geopolymer lollipop 
specimen as shown in Fig. 1. This study included a counter 
electrode made of platinum wire and a reference electrode 

Table 2   Optimum mix proportions of the proposed GPC

Combined aggregate Kg/m3 Binder
Kg/m3

Sodium silicate
Kg/m3

Sodium hydroxide Kg/m3

1848 408 103 41

Mix ID Molarity Copper slag M-sand RPP FA GGBS

Control 12 12 0 100 0 70 30
Control 14 14 0 100 0 70 30
FGR12 12 100 0 30 35 35
FGR14 14 100 0 30 35 35
GR12 12 100 0 30 0 70
GR14 14 100 0 30 0 70

Fig. 1   Test setup for the Tafel 
extrapolation method
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made of silver chloride. LPR mostly depends on the size of 
the reinforcement installed into the concrete, concrete cover, 
and electrode spacing. The electrode in the aqueous solution 
receives a little voltage, and the current needed to control 
the voltage shift is proportional to corrosion on the electrode 
surface, which determines the rate of corrosion. The working 
electrode and counter electrode current flows are measured 
to describe the material–medium pair and pinpoint the rein-
forcements that are actively corroding.

4.2 � Accelerated Corrosion Test by Impressed 
Voltage Test

This approach uses an electrical method to determine the 
corrosion rate, and a cylindrical geopolymer specimen of 
100 × 200 mm embedded with a reinforced steel bar with 
a 20-mm cover was utilized for the test. This steel bar is 
anodic, with an external steel electrode acting as a cathode 
in 5% NaCl solution exposed to a continuous potential of 
24 V from a DC source. Specimens are partially immersed 
in the test setup as shown in Fig. 2 for 12 h, and the current 
variation is recorded at 1-h intervals; then removed and kept 
dry for the next 12 h; this cycle is repeated continuously for 
5 days, and the behaviour of the RP-based GPC is evalu-
ated by accelerating the corrosion in the rebar. Any abrupt 
increase in voltage indicates the presence of corrosion in 
the samples and initiates the crack at the concrete–steel 
interface. The initial crack time is tracked using the current 
versus time graph. If the strengthened steel begins to rust 
or the crack forms on the specimen, the test setup should 
be terminated.

4.3 � Gravimetric Mass Loss Method

This method, which totally depends on the weight of the 
steel bar inserted in the geopolymer concrete lollipop 
specimen, is one of the simplest tests for monitoring cor-
rosion. The surface of steel rebar measuring 12 mm and 
24 mm in length is cleaned to get rid of all the leftovers 

and foreign objects. The rod’s original weight is noted, and 
it is embedded in 200 × 100 mm GPC cylindrical speci-
mens with 20-mm bottom and side covers, as depicted in 
Fig. 3. After a 28-day ambient temperature curing period, 
samples are completely submerged in a 5% aqueous NaCl 
solution. The embedded steel is removed from the speci-
men to determine the weight difference between the first 
and final exposures after three cycles of exposure in cyclic 
wet and dry of 15 days/cycle. After the cyclic wet and dry 
of 15 days/cycle, specimens are removed, and embedded 
steel is taken to estimate the weight difference between 
initial and final exposures.

4.4 � Microstructural Analysis

Scanning electron microscopy (SEM) and energy-disper-
sive X-ray analysis (EDX) were employed to investigate 
the microstructural behaviour of the matrix’s binding 
components.

Fig. 2   Test setup for accelerated 
24-V impressed voltage test

Fig. 3   Lollipop specimens for gravimetric loss method
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5 � Results and Discussion

5.1 � Compressive Strength

The GR14 mix attained peak compressive strength, with a 
23% strength gain over the control mix. At greater molar 
concentrations, the pozzolanic reaction of silica and alu-
mina in GGBS combines with RPP, increasing reactivity 
and stiffening the internal matrix. The best precursor mixture 
included fly ash, GGBS, and RPP. This combination allows 
for better particle packing, which improves the microstruc-
ture and, as a result, the engineering properties of the GPC. 
The findings in Fig. 4 showed a modest improvement in 
compressive strength with increasing molarity. This could 
be attributed to an increase in the density of the molecular 
structure’s matrix, which links all of the materials together. 
Using GGBS and fly ash as precursors, the particles fill gaps, 
enhancing particle packing and densifying the matrix–aggre-
gate interface by improving the interfacial transition zone 
(ITZ) in the GPC system’s microstructures. The Ca, Si, 
and Al react with the oxides in the structure to generate a 
Ca–O–Si–O–Al link, which raises the stiffness and strength 
of the matrix and distributes loads within the matrix, such 
that the internal microstructure regulates the concrete’s 
performance.

5.2 � Electrochemical Measurement in Chloride 
Environment

The GPC cylindrical specimen, which had a 12-mm rebar 
embedded at the centre and a 20-mm cover at the bottom, 
was subjected to the alternate wet (5% NaCl solution) 
and dry cycles for 15 days. Table 3 shows the LPR results 

through the Tafel extrapolation method to monitor the cor-
rosion rate as per ASTM G31. After two cycles, the speci-
mens were connected to a potentiostat with a computerized 
digital monitoring system. The potential values of the 12 
molarity samples showed that the reference mix without 
copper slag and the FGR12 fly ash mixture with a 35% 
weight replacement in binder had passive corrosion rates of 
0.1 m A/cm2 and 0.3 m A/cm2, respectively. As one of the 
cementitious components, fly ash improves the microstruc-
ture by allowing chloride ions to diffuse and create free ions 
in the concrete pores, which lowers the amount of chloride 
transported (Manu harilal et al. 2021). The corrosion rate 
increases with a larger molar ratio of NaOH and is indi-
cated by an Icorr value between 1.2 and 2.8 m A/cm2. The 
greater Icorr indicates severe steel corrosion in the stimu-
lated pore solution, which is caused by the Cl ion diffusing 
inside the steel–concrete interface, making these mixtures 
unattractive for marine-exposed structures. The Icorr values 
for the 12 M samples Control 12, FGR12, and GR12 showed 
a growing trend of 0.002, 0.02, and 1.95 m A/cm2, respec-
tively, whereas the 14 M samples Control 14, FGR14, and 
GR14 showed a decreasing trend of 2.8, 1.16, and 0.3 m A/
cm2, respectively, as shown in Fig. 5a–f. For 12 M samples, 
corrosion damage can be seen after 15 years, while for 14 M 
samples, corrosion damage is anticipated after 2–10 years. 
The higher molar samples are, therefore, suspected of failing 
early in the structure’s expected service life. By including 
corrosion-inhibiting admixtures, which provide resistance to 
chloride ion penetration in the concrete’s pore structure and 
deteriorate rebar, this can be avoided. The potential range 
of the entire sample was between − 280 mV and − 490 mV, 
indicating a higher likelihood of corrosion. This might be 
because copper slag contains more iron than other metals, 
making it more likely to corrode when exposed to chloride 
conditions. 

5.3 � Accelerated Corrosion Test

The five cycles of 12-h wet (5% NaCl solution with 24 V) 
and 12-h dry were repeated continuously for 120 h. Fol-
lowing the accelerated test, the samples were removed and 
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Fig. 4   Compressive strength of optimum mix

Table 3   Tafel polarization test results

ID Ecorr
m V

Icorr
µ A/cm2

Corrosion rate
mmpy

Control 12 − 315.6 0.0023 0.000027
Control 14 − 493.9 2.8 0.032
FGR12 − 430.87 0.0215 0.00025
FGR14 − 287.5 1.16 0.013
GR12 − 403.18 1.95 0.022
GR14 − 343.87 0.322 0.0037
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visually inspected for corrosion product damage. The residu-
als of the rebars were found at the bottom and top of the 
specimens by the control samples, as illustrated in Fig. 6. 
The residual of the rebar is due to the internal tension cre-
ated in the GPC as a result of the rust formed as a corrosion 
product on the surface of the rebar, which, if left undis-
turbed with a constant supply of electricity, can lead to the 
formation of cracks or even split off. The corrosion of the 
rebar at the top of the samples was detected in 14 molarity 
GGBS and RP mixed mixes with copper slag as the fine 
aggregate, followed by the control mixes. In contrast, no 
cracks or rust particles were discovered in the rebars of the 
fly ash with phosphate admixed GPC. The total performance 
of the samples was monitored at 24 V accelerated test for 
120 h, and the results show that phosphate and fly ash, as 
one of the cementitious materials, can face and resist the Cl 
ingress corrosion products in the copper slag admixed GPC. 
Thus, the combined impact of fly ash, phosphate, and GGBS 
as binder at a 12 molar concentration of NaOH resulted in 
much improved corrosion resistance with lower corrosion 
rates in severity region of Cl ion penetrations.

The high Ca content of GGBS was critical in the pro-
duction of C–A–S–H gels with finer pore structures, which 
resulted in increased chloride resistance. Gel formation is 
determined by the type of alkaline components and their 
concentration, both of which can influence the pore shape 
and chloride-binding ability of GPC. Increasing the alkali 
concentration can increase the chloride resistance of hydrox-
ide-activated mixes in general. The concentration of OH– is 
used to determine this. The higher the alkalinity, the more 
bonds are likely to be broken, allowing more Si, Al, and Ca 
components to dissolve from their precursors. As the inten-
sity of the reaction increases, more gels are formed. This can 
improve not just the pore structure, but also the surface area 
available for Cl– adsorption. Thus, the combined impact of 
fly ash, phosphate, and GGBS as binder in a 12 molar con-
centration of NaOH resulted in much improved corrosion 
resistance with a decreased severity region of chloride ion 
penetrations.

5.4 � Gravimetric Weight Loss Method

Table 4 displays the gravimetric weight loss values observed 
in three cycles of wet and dry environments. The corroded 
rebar extracted from the cylindrical lollipop specimens is 
shown in Fig. 7a and b. The phosphate admixed samples 
had the lowest weight loss percentage, which increased the 
performance of the implanted reinforcements due to their 
corrosion resistance qualities and dense microstructure. 
The weight loss percentage was higher in control samples 

Fig. 5   Tafel plots of a Control 12, b Control 14, c FGR12, d FGR14, 
e GR12, and f GR14

▸
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due to the porous microstructure and the fly ash/GGBS as 
amorphous decreases corrosion resistance. The higher the 
molar concentration of sodium hydroxide, the denser the 
matrix and the greater the resistance to chloride ingression 
in the pore structure. Finally, the weight loss percentage 

was reduced by the addition of fly ash and phosphate, both 
of which operate as corrosion inhibitors and also encoun-
ter the negative effect of copper slag to produce corrosion. 
The results obtained from the proposed research have been 
reported that the phosphate inclusion in the geopolymer con-
crete along with the fly ash reduces the chloride content that 
reaches the reinforcing bar and also acts efficiently on the 
rebars to form a passive layer which protect the GPC from 
the degradation and shows lower corrosion rate values.

The corrosion rate (mmpy) can be determined using the 
equation as per ASTM G102,

where W is the weight loss of the reinforcement in mm, D is 
the density of the materials used, A is the area of the speci-
men in cm2, and T is the test period in hours.

5.5 � Microstructural Analysis

5.5.1 � Scanning Electron Microscopy (SEM)

The overall performance of binary and ternary blends 
revealed that GR14 and FGR12 were the best combinations. 
Figure 8 demonstrates the matrix surface, where the fine 
copper slag aggregate shows no evidence of de-bonding. As 
a result, a microstructure with low porosity and inhomogene-
ity was observed, as well as modest cracking at the aggre-
gate–matrix contact. The interior matrix included fewer 
microspores due to the evaporation of water molecules from 
free water. The presence of spongy, amorphous geopolymer 
pastes that extended over the aggregate surface, as shown in 
SEM images, confirmed the presence of an adequate ITZ in 
the concrete. A complex matrix microstructure with numer-
ous phases is depicted in Fig. 8. Individual features of vari-
ous phases, as well as their interactions, play a considerable 
effect in total strength attributes. There are no visible holes 
in the matrix; (Si/Al) is 2.5, which is the primary explana-
tion for the strength gain in 12 molarity samples. The con-
crete showed a significant separation between the paste and 
the aggregate at the contact, which could explain why the 
strength was slightly lower than expected.

Furthermore, gel products in the transition zone over-
lapped with the aggregate surface in a way that demonstrated 
significant bonding with the other gel products. The sur-
face of the aggregate appeared soft, indicating silica dis-
solution, which may have also been involved in the reaction 
process. Figure 9 shows that the mix’s homogeneity is low, 
with voids and capillary pores visible. The increased rate of 
secondary pozzolanic reaction of ‘Si’ in matrix is mostly 
responsible for the mechanical property improvement. Geo-
polymer products contain sodium silicate and sodium alu-
minate, which entraps calcium in the alkali-silicate matrix 

Corrosion rate (mmpy) = 87.6W∕ DAT

Fig. 6   Samples tested for accelerated corrosion test

Table 4   Test results of 
gravimetric weight loss method

ID Wt. loss
%

Control 12 2.07
Control 14 4.38
FGR12 1.22
FGR14 0.88
GR12 0.86
GR14 0.44

Fig. 7   a Samples split for removal of rebars and b reinforcement 
tested for weight loss method
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Fig. 8   SEM image of FGR12

Fig. 9   SEM image of GR14
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and increases strength. The RPP enclosed and connected 
the fly ash and GGBS particles, resulting in a more con-
densed geopolymer structure and compression outcomes. 
Copper slag with angular forms contributes to better matrix 
bonding. Thus, RPP and GGBS react at a larger molarity, 
resulting in increased polymerization product dissolution 
and an enhancement of matrix structures, which improves 
the mechanical characteristics of the GPC.

5.5.2 � Energy‑Dispersive X‑ray Analysis (EDX)

The primary elements of Si, Al, Na, and Ca were observed 
in the EDX analysis of the chemical composition of 
FGR12 in Fig. 10. Alumina combines with oxides to gen-
erate Al2O3, which speeds up dissolution. At lower con-
centration, the calcium in RPP improves the internal struc-
ture and hardens the matrix by accelerating the nucleus 
formation, and boosts the chemical activity of the raw 
materials’ crystalline structures. Thus, the predominant 
chemical composition of RPP, fly ash, and GGBS source 
materials (Ca, Si, and Al) produces a more robust internal 
dense matrix to produce the oligo-sialate gel structure; 
this internal dense matrix also has a negative impact on 
the increase in setting time and the formation of C–A–S–H 
along with C–S–H and N–A–S–H. This poly-condenses 
and produces the reticulation networking with the end 

product of geopolymer solidification, with silica being 
the major ingredient for greater strength and durability.

In Fig.  11 of GR14, the maximum EDX peak was 
achieved in Al and Si with oxides, and the final compound 
for structural integrity is Al–O–Si. The geopolymeric reac-
tion is accelerated by Al2O3. Silicate plays a significant 
role in increasing the strength parameter. As the minor 
peaks of K and Mg oxides were found, the MgO in the 
matrix crystallizes due to the presence of water and creates 
magnesium hydroxide in the crystal forms, which refines 
the pores and minimizes concrete shrinkage.

6 � Conclusions

Based on its dose, the influence of copper slag and molar-
ity of activator solution plays a significant role in the engi-
neering characteristics and improves the performance of 
the structure. The ideal mix proportions were investigated 
to identify its durability qualities under highly harsh con-
ditions, and the discussion on the performance of the RPP-
based GPC combined with copper slag discloses material 
property and behaviour. Based on the findings of the stud-
ies, the following conclusions were reached.

Fig. 10   EDX of FGR12
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1.	 The copper slag admixed GPC increased workability 
without sacrificing alkalinity dosage by lowering free 
water demand by 28% compared to control samples.

2.	 In ternary blends, the partially replaced fine aggregate 
with 40% copper slag was used with 13%. While M-sand 
as fine aggregate required 14% more water for ternary 
blended and reference mixes.

3.	 The best mix was obtained with 100% copper slag as fine 
aggregate in 12 M and 14 M alkaline dosages based on 
the compressive strength findings of mortar cubes on 
binary and ternary blends.

4.	 Tafel plots were used to calculate the corrosion rate, 
and corrosion damage may be expected after 15 years of 
exposure to a harsh environment for 12 molarity mixes; 
however, higher molarity samples were more vulnerable 
to corrosion.

5.	 The FGR12 mix boosted the GPC’s resistance to chlo-
ride ingress and diminished the copper slag’s intrinsic 
ability to promote corrosion in the accelerated corrosion 
test.

6.	 Based on a thorough examination of the mechanical and 
durability properties of GPC manufactured from RPP 
and locally accessible industrial waste materials, the 
FGR12 mix outperforms the others.
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Abstract 

The greener approach offers a viable, sustainable and eco-
friendly way to synthesize nanoparticles. This study used 
the seed extract of Vigna stipulacea (VS) as a bioreducing 
agent to synthesize iron nanoparticles (VS-Fe). The VS seed 
extract contains polyphenols and lignin content that acted 
as a bioreducing agent during VS-Fe formation. The Vigna 
stipulacea-mediated Fe nanoparticles were characterized 
using UV, XRD, FTIR, EDAX and BET surface analysis. The as-
synthesized VS-Fe, comprised of Fe0 phase and Fe 
hydroxides, had an average crystallite size of 30.65 nm. It 
possessed a surface area of 199.189 m2/g and magnetic 
saturation of 11.21 m emu. The VS-Fe exhibited excellent 
adsorptive behavior during the sequestration of Pb2+ ions 
from an aqueous environment. The Pb2+ uptake was 
maximum (96.7%) under the optimal conditions of 60 min 
contact time, 0.01 g/ 100 mL VS-Fe dosage and pH 6. The 
equilibrium data of Pb2+ adsorption was more appropriate 
with pseudo-second-order kinetics (R2 = 0.9903) and 
Langmuir isotherm (R2 = 0.9941) with qmax of 1020.50 mg/g. 
Thus, the dominance of chemisorption in Pb2+ removal was 
revealed. It was further confirmed with the SEM 
micrograph of Pb-loaded VS-Fe nanoparticles. Overall, this 
study demonstrated the inexpensive and non-toxic way of 
synthesizing Fe nanoparticles and their utilization in 
effectively removing Pb2+ ions from water. 

Keywords: Fe nanoparticles, green synthesis, polyphenol, 
lead removal, Vigna stipulacea. 

1. Introduction 

The preservation of water quality has become a global 
concern owing to the synchronization of rapid 
industrialization with the disposal of an enormous quantity 
of wastewater into the aquatic environment (Thanh et al. 
2018). Most industrial effluents are rich in heavy metals, 
including lead which is toxic and non-biodegradable and 
bioaccumulates in living cells, causing severe health issues 
in humans and animals (Kaur et al. 2018; Ali et al. 2019). 
Lead is commonly used in electroplating, battery 
manufacturing and metal processing industries. In humans, 
lead can cause infertility, asthma and renal abnormalities, 
whereas its exposure leads to bioaccumulation in bones, 
teeth and kidneys (Thirulogachandar et al. 2014; Araujo et 
al. 2018). A growing concern emphasizes the requirement 
for an efficient treatment for lead removal before they are 
released into the aquatic environment. Traditional heavy 
metal removal methods include oxidation-precipitation, 
ion exchange (Dong et al. 2019), coagulation-
electrocoagulation (El-Hosiny et al. 2018), adsorption (Lin 
et al. 2020; Nithyalakshmi et al. 2023), photocatalytic 
degradation (Dayanidhi et al. 2020), and membrane 
filtration (Ding et al. 2020). Identifying an effective 
technique for this purpose is challenging, primarily due to 
the cost implications and potential environmental toxicity 
associated with the resulting by-products. Adsorption 
remains a prominent technique due to its uncomplicated 
design, extensive adaptability, economical nature, high 
efficacy, ease of use, absence of secondary pollutant 
generation, and viability at low concentrations 
(Jayalakshmi and Jeyanthi, 2019). Several adsorbents, 
including biopolymers, fly ash, and activated carbon, are 
efficacious in mitigating heavy metals in aqueous solutions. 
However, some of their use has been constrained by 
considerations like their high cost, difficulties in separation, 
strong reaction conditions, and toxicity (Yurekli, 2016). 

The utilization of nanoparticles to eliminate various 
pollutants present in an aqueous environment has routed 
to the significant development of novel techniques in metal 
removal/recovery from water. The application of these 
particles is mainly due to their large surface area, high 
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surface energy and high reaction rate (Balasubramanian et 
al. 2021). Recently, there has been ongoing research on the 
synthesis of nano adsorbents utilizing plant intermediates, 
which has been recognized as a viable and effective 
approach. The process of synthesizing nanoparticles 
through plant mediation involves the utilization of 
environmentally friendly biomolecules that serve as both 
reducing and capping agents. These biomolecules are non-
toxic and biodegradable, and their use helps minimize the 
synthesized nanoparticles’ oxidation and agglomeration 
(Ebrahiminezhad et al. 2018; Raman et al. 2021). The high 
cellulose content in plants is responsible for their reducing 
properties towards heavy metals. The feasibility of utilizing 
the compound for wastewater treatment is attributed to 
the existence of functional groups, namely hydroxyl, 
phenol, and carboxyl (Mohamed et al. 2019). 

During the last decade, several studies have indicated that 
Fe nanoparticles effectively address heavy metal pollution, 
making them a promising solution for treating wastewater 
polluted with various heavy metals. Moreover, their 
remarkable attributes and versatile utilities prompted us to 
opt for the plant extract approach in their production (Lin 
et al. 2020). For instance, the study conducted by Guo et al. 
(2017) reported the utilization of Euphorbia cochinchensis 
leaf extract for the green synthesis of Fe nanoparticles. The 
synthesized Fe nanoparticles were employed for degrading 
2,4-dichlorophenol. Similarly, in a study by Huang et al. 
(2014), Fe nanoparticles synthesized using Oolong tea 
extract were effectively utilized to degrade malachite 
green. The Fe nanoparticles were produced in an 
environmentally friendly manner, resulting in a green 
synthesis process. 

The Vigna stipulacea is commonly knowns as Minni payaru, 
which is traditionally utilized as animal fodder and green 
manure in the regions of Southern India. It is a creeping 
plant and wild species resistant to pests and diseases. It is 
widely distributed and can be cultivated in open or light-
shady lands. However, the information on the phenolic 
content and antioxidant property of Vigna stipulacea is not 
reported elsewhere due to its close resemblance with 
Vigna trilobata (Harouna et al. 2018; Panzeri et al. 2022). 
This study attempts to utilize the seed extract of Vigna 
stipulacea as a bioreducing agent for Fe nanoparticle 
formation. To date, the literature has not provided 
significant information regarding the adsorptive behavior 
of VS-Fe in removing heavy metals. These Vigna stipulacea 
plants are easily domesticated as they require minimal 
water and demand little care and maintenance. Moreover, 
the reported VS-Fe nanoparticles showed higher surface 
and magnetic saturation when compared to other Fe 
nanoparticles synthesized using various plant extracts 
(Mandal et al. 2020; Saleh et al. 2021). In addition, it also 
showed better adsorption capacity for Pb2+ removal with 
no other functional groups tailored to it (Liu et al. 2019; Shi 
et al. 2023). 

The main objectives of the study are as follows: (a) 
synthesizing the Fe nanoparticles through a greener 
approach using Vigna stipulacea as a bioreducing agent 
(FeCl2 - metal precursor; NaOH - pH stabilizer); (b) 

characterizing the synthesized Vigna stipulacea-mediated 
Fe nanoparticles (VS-Fe) to detect their successful 
formation (UV, XRD, FTIR, VSM, BET, SEM and EDAX); (c) 
utilizing VS-Fe for eliminating Pb2+ ions from water; (d) 
optimizing the environmental conditions for the effective 
removal of Pb2+ ions using VS-Fe (dosage, pH, contact time, 
concentration); (d) validating the experimental data of Pb2+ 
adsorption onto VS-Fe through non-linear regression 
approach (Isotherm and Kinetic modeling). 

2. Experimental section 

2.1. Materials 

The seeds of Vigna stipulacea (Minni Payaru) were 
collected from the local cattle farm in Sivagangai, 
Tamilnadu, India. The seed extract is used as a reducing 
agent for the green synthesis of VS-Fe nanoparticles. The 
chemicals (Merck India, AG) such as Ferrous chloride 
(FeCl2.4H2O), Sodium hydroxide (NaOH), Ethanol (C2H5OH), 
Sodium nitrate (NaNO3), Hydrochloric acid (HCl), Sulphuric 
acid (H2SO4), Ethanol (C2H5OH), Lead nitrate (Pb(NO3)2) 
(lead source), tannic acid, acetic acid and alkali lignin were 
used in this study. Double distilled water is used for 
preparing all the reagents. 

2.2. Preparation of Vigna stipulacea seed extract 

The Vigna stipulacea (VS) seed extract was prepared using 
the solvent extraction method. The collected Vigna 
stipulacea seeds were initially washed with double distilled 
water until the dirt/dust in it was removed and oven-dried 
(Genuine equipments, Hot air oven) for 15 min. Then, the 
VS seed extract was prepared using a Soxhlet apparatus 
(250 mL) as follows: The VS seeds (6g) were taken in a cloth 
bag and placed in the thimble region and double distilled 
water (100 mL) was used as a solvent. Then, the Soxhlet 
apparatus was operated under 80℃ for 4 hr. The VS seed 
extract was collected in the round-bottomed flask. Then, 
the contents were filtered using Whatman filter paper 
(Garde 40). Thus, VS seed extract, free of microparticles 
(Figure 1), was obtained, transferred to an air-tight 
container, and preserved in a refrigerator for future use. 

 

Figure 1. Synthesis of Vigna stipulacea - mediated Fe 

nanoparticles 

2.3. Green synthesis of VS-Fe nanoparticles 

The schematic diagram of VS-Fe synthesis is depicted in 
Figure 1. The metal solution of 0.1 M ferrous chloride is 
prepared using double distilled water. The VS seed extract 
is added to the metal solution in a 2:3 ratio. The reaction 
mixture was homogenized using a magnetic stirrer (REMI 
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2MLH) and the stirring was continued for 1 hr. The reaction 
mixture’s pH was adjusted to 6 using 0.1 M NaOH. A change 
of colour from yellow to black was visualized, which 
indicated the VS-Fe nanoparticles formation. 
Subsequently, the formation of VS-Fe nanoparticles was 
further confirmed by measuring the absorbance of the 
resultant solution using a UV-Visible spectrophotometer 
(Cyberlab). The resultant solution was transferred to a 
quartz cuvette and the absorbance was measured in the 
200 – 700 nm wavelength range. Maximum absorbance 
was detected at 285 nm (Figure 2(a)), which is the 
characteristic peak of Fe0 formation due to surface plasma 
resonance (Pan et al. 2020; Sivakami et al. 2020). The 
findings from the UV analysis revealed the formation of 
zero-valent iron nanoparticles using VS seed extract as a 
reducing agent. The black precipitate was separated by 
filtering the resultant solution to obtain the VS-Fe 
nanoparticles formed and the residual solution was 
decanted. Then it was subsequently rinsed with double 
distilled water and ethanol to eliminate the residual 
impurities. Finally, it was desiccated at 60℃ using a hot air 
oven to remove the moisture. The VS-Fe nanoparticles thus 
obtained were kept in the dark place for future use. 

2.4. Instrumentation 

The Empyrean X-ray diffractometer (Malvern Panalytical), 
which operates with a high-power radioactive source (Cu 
Kα, λ = 1.54 Å), was used to detect the phase formation and 
crystallinity of VS-Fe nanoparticles. The X-ray diffractogram 
(XRD) for VS-Fe nanoparticles in powder form was 
generated in 2θ range of 10° to 90°. The CARL ZEISS 
Scanning Electron Microscope (SEM) coupled with BRUKER 
Energy Dispersive X-ray Spectroscopy (EDAX) visualized the 
surface texture and elemental composition of VS-Fe 
nanoparticles. Their sample preparation included the gold 
sputtering of VS-Fe nanoparticles. The Shimadzu Fourier 
Transform Infrared Spectrometer (FTIR) detected the VS-Fe 
nanoparticles’ functional group by measuring their IR 
spectra under 400 – 4000 cm-1 with 0.5 cm-1 resolution. The 
VS-Fe nanoparticles were homogenously mixed with 
spectroscopic grade KBr before FTIR analysis. The Quanta 
Surface Area analyzer measured the surface area 
characteristics of VS-Fe nanoparticles. The VS-Fe 
nanoparticles (0.0139 g) were preheated upto 100℃ to 
liberate the water-bound molecules prior to the surface 
area analysis. The Lakeshore Vibrating Sample 
Magnetometer (VSM) evaluated the magnetic saturation 
of VS-Fe nanoparticles. The Toplab (TL-3800AA) Atomic 
Absorption Spectrometer measured the residual Pb2+ 
concentration after the absorption. The pH of the 
residual/metal solutions was determined from the 
Newlabs equipment pH meter. 

The total polyphenolic composition of VS seed extract was 
determined using the Folin-Ciocalteu assay, as reported by 
Khatun and Kim (2021). Initially, the Tannic acid standard 
solutions (0-500 µg/mL) were prepared in methanol for 
calibration. Then, the methanolic extract of VS seeds was 
prepared using the Soxhlet apparatus. The 10 µL of these 
samples were added into individual test tubes and mixed 
with diluted Folin-Ciocalteu reagent (100 µL) for 3 minutes 
and 1 mL sodium carbonate (0.7 M) was introduced. Each 
test tube is enclosed with aluminum foil and the reaction is 
allowed for 60 min at room temperature and their 
respective absorbances were measured at 750 nm using a 
UV-Visible spectrophotometer. 

The total lignin composition of VS seed extract was 
determined using an acetyl bromide assay, as Fang et al. 
(2020) reported. Initially, alkali lignin standard solutions 
were prepared for calibration. Then, VS seeds (5 mg) were 
subjected to extraction in ethanol/toluene mixture (1:1). 
The extraction procedure was continued until no trace of 
absorbance was observed at 280 nm. Afterward, the VS 
seed powder was dried and transferred into glass tubes 
containing 1 mL acetyl bromide and 3 mL acetic acid. The 
glass tubes were then incubated at 70℃ for half an hour. 
Subsequently, the samples were placed in an ice bath and 
homogenized with 2 M NaOH (0.9 mL), acetic acid (5 mL) 
and 7.5 M hydroxylamine hydrochloride (0.1 mL). The final 
volume was raised upto 10 mL using acetic acid and their 
absorbance was spectrometerically analysed at 280 nm. 

2.5.  Adsorption of Pb2+ using VS-Fe nanoparticles in batch 
mode 

A 1.607 grams of Pb2+ nitrate salts were added to 1000 mL 
of double distilled water to make a 1000 mg/L Pb2+ 
solution. And then, appropriate dilutions were made to 
obtain desired concentrations of Pb2+ solution for batch 
experimentation. A 100 mL Pb2+ solution of desired 
concentration was taken in a 250 mL Erlenmeyer flask and 
a known quantity of VS-Fe nanoparticles was added to it. 
The flasks were then operated at room temperature at 150 
rpm using an orbital shaker (Neolab). Once the equilibrium 
was achieved, the treated solution was filtered using 
Whatman filter paper (Grade 42) and tested for residual 
Pb2+ concentration using AAS. The process parameters 
significantly influencing the Pb2+ adsorption onto VS-Fe 
nanoparticles were assessed in the batch experiments. And 
they are as follows: VS-Fe dosage (0.01 to 0.10 g), pH (3 to 
10), contact time (10 to 180 min) and initial Pb2+ 
concentration (5 to 40 mg/L). 

The Eq. (1) and (2) determined the percentage removal 
(Nithyalakshmi and Saraswathi, 2021) of Pb2+ (%) and qe, 
the Pb2+ quantity adsorbed onto VS-Fe (Patil et al. 2022), 
respectively. 

( )
( )0 e2

0

C C
Pb  removal  %   *100

C

+ −
=

 
(Nithyalakshmi and Saraswathi 2021) (1) 

( )0 e
e

C C *V
q  

m

−
=

 

(Patil et al. 2022) 
(2) 

 

where C0 (mg/L) (Patil et al. 2022), is the initial Pb2+ 
concentration, V (mL) is volume taken, m (g) is VS-Fe 

nanoparticles’ quantity and Ce (mg/L) (Patil et al. 2022) is 
the equilibrium concentration of Pb2+. 
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2.6. Analysis of best fitness 

The experimental data of Pb2+ removal using VS-Fe was 
evaluated using non-regression kinetic and isotherm 
modeling studies. Among the performed modeling studies, 
the appropriate best-fit model for Pb2+ adsorption onto VS-
Fe was validated using correlational coefficient (R2) and 
Error function values. The root mean square errors (RMSE), 
Person’s Chi-square (χ2) and Sum of squares of error (SSE) 
are the Error function (EF) values used for determining the 
best-fit model (Jayalakshmi and Jeyanthi 2021). 
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3. Results and discussion 

3.1. Physio-chemical analysis 

3.1.1. Phytoconstituents of Vigna stipulacea seed 

The total polyphenolic and lignin composition of VS seed 
extract was determined from the calibration curve of the 
tannic acid (0.0015x–0.0091, R2=0.9864) and alkali lignin 
(0.0056x–0.0021, R2=0.09921), respectively. Furthermore, 
their corresponding results were expressed as mg/g tannic 
acid equivalents and mg lignin g-1 cell wall. The total 
polyphenolic composition of VS seed extract was 56.8 mg 
tannic acid per g extract, whereas their lignin composition 
was 7.7 mg lignin per g cell wall. 

3.1.2. Structural formation of VS-Fe nanoparticles 

The phase formation of VS-Fe nanoparticles was detected 
from their XRD profile, as shown in Figure 2(b). It revealed 
the characteristic peak corresponding to the Fe0 formation 
at 2θ = 26.09° and 45.45°. Similarly, it showed the peaks 
corresponding to organic matter, i.e., the bioreducing 
components in the VS seed extract. Therefore, it confirmed 
that the VS seed extract was vital in reducing Fe3+ to Fe0 
formation and has been adsorbed onto its surface. 
Additionally, it detected the peaks belonging to the 
Hematite phase (Fe2O3) at 30.15°, 40.53° and 57.76°, 
whereas the Magnetite phase at 35.84° (Gao et al. 2016; 
Jain et al. 2021). Hence, it showed that the Fe0 
nanoparticles were formed along with its metal hydroxides. 
The formation of hydroxides might have occurred due to 
exposure to atmospheric conditions. The crystalline nature 
of VS-Fe is determined from Scherrer’s formula 
(Jayalakshmi and Jeyanthi, 2018) (i.e., d = 0.9λ/βcosθ). The 
significant diffraction peaks were used to determine VS-
Fe’s crystallite size; their average size was estimated to be 
30.65 nm. Therefore, the iron particles (VS-Fe) produced 

using VS seed extract showed efficacy in forming particles 
at the nano-scale. 

 

Figure 2. (a) UV-Visible spectra of VS-Fe nanoparticles; (b) XRD 

diffractogram of VS-Fe nanoparticles; (c) Magnetic hysteresis 

loop of VS-Fe nanoparticles; (d) IR spectra of VS-Fe and Pb-

loaded VS-Fe nanoparticles 

To corroborate the bioreducing components that are 
responsible for VS-Fe formation, the FTIR analysis was 
performed. The IR spectra of the same were illustrated in 
Figure 2(d). It showed significant peaks at 3325 cm-1 (O-H 
stretching), 2280 cm-1 (C≡C), 1623 cm-1 (C=C ring 
stretching), 1025 cm-1 (C=O stretching) and 680 cm-1 (Fe-O 
stretching) (Lin et al. 2020; Ardakani et al. 2021). Therefore, 
these results confirmed the presence of polyphenols (3325 
cm-1), lignin content (1623 cm-1) and cellulose content 
(1025 cm-1) in the surface of VS-Fe synthesized using VS 
seed extract. Consequently, these bioreducing 
components might have reduced Fe3+ to Fe0 formation 
(Eslami et al. 2018; Jain et al. 2021). Moreover, the 
presence of metal hydroxides of Fe ions was consistent 
with the XRD results. Therefore, the formation of these 
hydroxides might have occurred due to their exposure to 
air during the characterization. Generally, these hydroxides 
tend to form a core-shell structure over the VS-Fe’s surface 
(Ardakani et al. 2021). The formation of zero-valent iron 
nanoparticles was further confirmed with the FTIR results. 
Furthermore, the FTIR result of VS-Fe thus obtained was 
reliable with the previously reported studies on Fe 
nanoparticle formation using various plant extracts (Huang 
et al. 2014; Jain et al. 2021). The FTIR analysis of Pb-loaded 
VS-Fe was depicted in Figure 2(d), exhibiting the absence of 
a peak associated with the alkane and metal oxide 
functional group. In addition, alterations of peaks were 
observed at 3325, 1614 and 1186 cm-1, suggesting the 
alterations caused by Pb2+ ion uptake onto VS-Fe. This 
furthered the confirmation of the occurrence of 
chemisorption in Pb2+ adsorption utilizing VS-Fe. 

To detect the magnetic properties of VS-Fe nanoparticles, 
the VSM analysis was performed. Figure 2(c) represents the 
magnetic hysteresis loop of VS-Fe nanoparticles from 
which their magnetic saturation and coercivity can be 
estimated. It further revealed the ferromagnetic behavior 
of VS-Fe nanoparticles, confirming their magnetization 
function when exposed to an external magnetic field. The 
estimated VS-Fe’s magnetic saturation (Ms) and coercivity 
(Hc) were found to be 11.21 m emu and 156.65 Oe, 
respectively. The low magnetic saturation of VS-Fe that 
hindered their magnetic property might be due to either of 
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the following reasons: their exposure to air or higher 
concentration of bioreducing agent in it (Kianpour et al. 
2017; Kheshtzar et al. 2019). Moreover, it showed 
magnetic remittance (Mr) of 877.73 µ emu. The VSM results 
showed better magnetic saturation when compared to that 
reported by Ardakani et al. (2021). The report presented 
the zero magnetic saturation (i.e., no hysteresis loop) of Fe 
nanoparticles synthesized using Chlorophytum comosum 
leaf extract. Therefore, the compelling magnetic nature of 
VS-Fe facilitates the magnetic separation after the Pb2+ 
adsorption process. 

To get insightful surface area distribution of VS-Fe 
nanoparticles, it was further analyzed with BET surface 
area analysis. From the N2 adsorption/desorption curve 
isotherm, as displayed in Figure 3(a), the BET plot (not 
shown here) and BJH plot (insert image) was drawn to 
estimate surface area and pore distribution. It revealed the 
Type IV isotherm curve with an H3 hysteresis loop (Keluo et 
al. 2018), signifying the groove-shaped pores (i.e., parallel 
plate-shaped pores) comprising mesopores (Mahmoud et 
al. 2021). The surface area of VS-Fe was 199.189 m2/g 
which is higher when compared to the one synthesized 
using various plant extracts (Fazlzadeh et al. 2017; Bounab 
et al. 2021). The average pore radius of VS-Fe was 15.50 Å, 
whereas their total pore volume was 0.365 cm3/g. The pore 
distribution of VS-Fe (Figure 3(a) insert image) revealed 
that the pores were distributed in the range of 10 – 20 Å 
and 50 – 100 Å. The VS-Fe nanoparticles yielded good 
surface area characteristics, i.e., higher surface area with 
mesoporous structure, which are good enough to 
efficiently uptake Pb2+ ions. 

To validate the effectiveness of VS-Fe nanoparticles for 
Pb2+ uptake, their net surface charges (i.e., point of zero 
charge, pHpzc) were further assessed with the salt-addition 
method (Sulaiman and Al-Jabari, 2021). For this purpose, 
the VS-Fe nanoparticles were immersed in 0.01 M NaNO3 
solution that was adjusted to various pH (pHi) and was 
agitated constantly (150 rpm) for 24 hr in an orbital shaker. 
Subsequently, the suspension’s final pH (pHf) was noted. 
The pHpzc of VS-Fe was obtained from the plot of (pHi) vs. 
ΔpH (pHf - pHi) as represented in Figure 3(b). And the pHpzc 
of VS-Fe nanoparticles was 7.2, signifying that the net 
surface charges on their surface will be positive below its 
pHpzc, whereas above pHpzc, it is negative. Moreover, the 
zeta potential analysis (graph not shown here) exhibited -
17.9 mV, showing their relative stability in the aqueous 
medium. 

 

Figure 3. (a) N2 adsorption/desorption curve and BJH plot (insert 

image) of VS-Fe nanoparticles; (b) Plot of pHpzc of VS-Fe 

nanoparticles 

3.1.3. Morphology of VS-Fe nanoparticles 

The surface texture and morphology of VS-Fe were 
visualized from their SEM micrograph, as presented in 
Figure 4(a). The as-synthesized VS-Fe nanoparticles were 
found to be spherical-shaped particles uniformly 
distributed with lesser agglomeration. The phytochemicals 
that are present in the VS seed extract are attributed to 
agglomeration (Wu et al. 2015; Mahmoud et al. 2021). 
Some literature has also reported that the Fe ions’ 
magnetic interaction might have caused the agglomeration 
(Fazlzadeh et al. 2017; Katata-Seru et al. 2018). Further, the 
surface texture of VS-Fe after the adsorption of Pb2+ was 
displayed in Figure 4(b). The particles of Pb-loaded VS-Fe 
showed non-uniformity in their distribution, i.e., different-
sized particles. The observed variations in size following the 
Pb2+ adsorption may be attributed to the development of 
aggregates. As a result of aggregate formation, the surface 
texture of the VS-Fe nanoparticles has exhibited roughness. 
The aggregation of VS-Fe after the Pb2+ uptake determined 
the chemical bond formed between the Pb2+ ions and VS-
Fe’s surface particles. Thus, revealing the occurrence of 
chemisorption that was further assessed with kinetic 
studies. 

To detect the element composition present in the as-
synthesized VS-Fe nanoparticles, the EDAX analysis (Figure 
4(c)) was performed. It affirmed the characteristic peaks 
for Iron (Fe), thus confirming the existence of Fe in VS-Fe 
nanoparticles. Furthermore, the presence of Oxygen (O) 
revealed the formation of Fe metal oxides/hydroxides 
(Kumar et al. 2013) that are consistent with the XRD and 
FTIR results. Moreover, the appearance of Carbon (C) and 
Oxygen (O) is attributed to the presence of phytochemicals 
in VS seed extract. Thus, confirming the existence of VS 
seed extract’s coating on their surface (Sravanthi et al. 
2018). Furthermore, the presence of Chlorine (Cl) was 
found as a result of residue formation during the synthesis 
of VS-Fe nanoparticles. 

 

Figure 4. SEM micrograph of VS-Fe nanoparticles before (a) and 

after (b) Pb2+ adsorption; (c) EDAX analysis of VS-Fe 

nanoparticles 

3.2. Removal of Pb2+ ions using VS-Fe nanoparticles 

3.2.1. Influence of VS-Fe dosage 

The quantity of adsorbent utilized for the metal adsorption 
process is a critical parameter determining the adsorption 
capacity (Jayalakshmi et al. 2022). Initially, the batch 
experiments were conducted by varying the VS-Fe dosage 
as follows: 0.01, 0.03, 0.05, 0.07 and 0.10 g/ 100 mL. The 
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varying dosage of VS-Fe was added into various Erlenmeyer 
flasks that contained 100 mL of 25 mg/L Pb2+ solution and 
were agitated at 150 rpm under room temperature. The pH 
of the Pb2+ solution was maintained at 6. The influence of 
VS-Fe dosage on Pb2+ uptake was illustrated in Figure 5(a). 
The Pb2+ uptake showed a rapid uprising on adding 0.01 g/ 
100 mL of VS-Fe, showing 90.5% removal efficiency. 
However, upon further increasing the VS-Fe dosage (0.01-
0.10 g/ 100 mL), the Pb2+ removal efficiency decreased 
from 90.5 to 50.25%. The downfall in Pb2+ uptake may be 
due to the overcrowding of VS-Fe’s binding sites with the 
reduced surface area on further inclined VS-Fe dosage (Pal 
et al. 2017). Therefore, 0.01 g/ 100 mL VS-Fe was fixed as 
the optimum dosage for further experiments. 

3.2.2. Influence of Pb2+ solution pH 

The adsorption capability is notably influenced by 
variations in the pH of the solution, as this leads to 
modifications in the activity of the surface-active sites. 
Therefore, the influence of pH on the Pb2+ uptake was 
examined by agitating 0.01 g VS-Fe with 100 mL lead 
solution at varied pH ranging from 3 to 10. Figure 5(b) 
represents the effect of pH on the Pb2+ uptake using VS-Fe. 

The efficacy of Pb2+ elimination exhibited an incremental 
trend until pH 6 (Figure 5(b)), followed by a gradual decline 
at elevated pH levels (i.e., above pH 6). At a pH greater than 
6, the precipitation of lead ions occurs in the form of 
Pb(OH)2 (Bektas et al. 2004). This process results in a 
decrease in the rate of lead adsorption, ultimately leading 
to a reduction in lead removal efficiency (Luo et al. 2013; Li 
et al. 2017). Therefore, the Pb2+ removal efficiency 
achieved at pH 6 was 96.7 %. The results are consistent 
with the studies reported by Lakkaboyana et al. (2021) and 
Shi et al. (2022). Moreover, the generation of a highly 
porous layer of iron oxides (Fe-OH) and hydroxides (Fe-O-
OH) is facilitated by an increase in pH (6.0), which in turn 
promotes the diffusion process of the elements towards 
the Fe0 core. Consequently, the sorption capacity of the VS-
Fe nanoparticles is enhanced (Azzam et al. 2016). 

 

Figure 5. Batch optimization studies on Pb2+ adsorption onto VS-

Fe, Influence of (a) VS-Fe dosage; (b) pH of lead solution; (c) 

Contact time; (d) Initial Pb concentration 

3.2.3. Influence of contact time (CT) 

The CT is a significant parameter that determines the 
designing of the adsorbent cost. The impact of contact time 
on Pb2+ uptake using VS-Fe was performed by varying the 
CT to 10 to 180 min. A 0.01 g/ 100 mL VS-Fe was added to 
25 mg/L Pb2+ solution and it was agitated at 150 rpm with 
6 pH under room temperature. The influence of CT on Pb2+ 
removal using VS-Fe is shown in Figure 5(c). It revealed that 
the Pb2+ uptake showed a rapid increase upto 60 min and 
exhibited no significant change after 60 min, thus 
confirming their equilibrium attainment. During the initial 
period of adsorption (10 – 60 min), the Pb2+ ions might have 
engaged quickly onto the binding sites on the VS-Fe’s 
surface, resulting in rapid Pb2+ removal. Thus, the Pb2+ 

removal efficiency increased from 11.83% to 96.7%. Over a 
period of time, active surface sites get exhausted and the 
Pb2+ uptake remains constant due to the unavailability of 
active sites. Consequently, the VS-Fe showed equilibrium 
attainment during 70 min with a removal efficiency of 
96.82%. Moreover, the VS-Fe possessed 240.24 mg/g 
adsorption capacity at 60 min. Therefore, further 
experiments were performed with 60 min of contact time 
as optimal contact time. 

To reveal the rate of Pb2+ adsorption and its mechanism, 
adsorption kinetic modeling was assessed through a non-
linear regression approach, as mentioned in Eq. (7) – (9). 
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Pseudo-first-order (Balasubramanian et al. 2021) (7) 

where qt is the adsorption capability of VS-Fe at any time and k1 is pseudo-first-order rate constant 
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where qe is the adsorption capability of VS-Fe and k2 is pseudo-second-order rate constant 
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 Elovich model (Balasubramanian et al. 2021) (9) 

where α is the initial Pb2+ adsorption rate and β is the desorption constant. 

 

The corresponding kinetic parameters were obtained 
directly from the fit of qt vs. t (plot not shown here) and 
respective values are tabulated (Table 1). 

Based on the higher R2 values and least EF values (Table 1), 
the best fit kinetic model for Pb2+ adsorption onto VS-Fe 
was ordered hierarchically as follows: pseudo-second 
order, pseudo-first order and Elovich model. Consequently, 
the higher R2 values (0.9903) and least EF values (RMSE = 

3.3401; χ2 = 0.4646; SSE = 68.90) of pseudo-second-order is 
said to provide good fitness to Pb2+ uptake using VS-Fe. 
Moreover, the qe (exp) value (240.24 mg/g) obtained for Pb2+ 
is consistent with qe (cal) value (248.61 mg/g) determined 
from pseudo-second-order. Hence, it further confirmed the 
best fitness of pseudo-second-order for the Pb2+ 
adsorption using VS-Fe nanoparticles. Thus, concluding the 
governance of chemisorption. Although the Elovich model 
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provided lower R2 values and higher EF values, their qe (cal) 
(235.64 mg/g), value showed consistency with qe (exp) value 
(240.24 mg/g). Thus, suggesting their fitness for Pb2+ 
adsorption using VS-Fe. Furthermore, their lower β value 
further corroborated the chemisorptive behavior of Pb2+ 
removal using VS-Fe nanoparticles. 

3.2.4. Influence of initial Pb2+ ion concentration 

The mass transfer resistance required for Pb2+ to pass 
through the VS-Fe’s surface from their metal solution can 
be significantly influenced by their initial Pb2+ ion 
concentration (Balasubramanian et al. 2021). The influence 
of initial Pb2+ ion concentration (C0) is evaluated by varying 
their concentration from 5–50 mg/L and the corresponding 
experiment was carried out under optimized conditions (CT 
= 60 min; VS-Fe dos = 0.01 g/ 100 mL; pH = 6). The influence 
of Pb2+ ion concentration on Pb2+ uptake using VS-Fe was 
illustrated in Figure 5(d). As it is noticed from Figure 5(d), 
the Pb2+ removal efficiency showed a declining trend with 
increased C0 values. On the contrary, the VS-Fe’s 
adsorption capacity increased from 48.70 mg/g to 302.25 
mg/g with elevated C0 values from 5 mg/l to 50 mg/L. The 
metal ions get adsorbed rapidly onto the VS-Fe’s surface at 
their lower concentration, thereby contributing to the 

maximum Pb2+ removal efficiency. These binding sites on 
the VS-Fe get accommodated over the uprising 
concentration of Pb2+ ions and become insufficient to hold 
up more Pb2+ ions, resulting in decreased Pb2+ removal 
efficiency (Jayalakshmi et al. 2022). 

Table 1. Parameters estimated from Non-linear kinetic models 

Pseudo-first order model 

qe(cal) = 225.71 mg/g, k1 = 0.0769 (min-1), R2 = 0.9517, RMSE = 

7.4785, χ2 = 2.4492, SSE = 149.48 

Pseudo-second order model 

qe(cal) = 248.61 mg/g, k2 = 0.0004 (g/mg/min), R2 = 0.9903, 

RMSE = 3.3401, χ2 = 0.4646, SSE = 68.90 

Elovich model 

qe(cal) = 235.64 mg/g, α = 294.90, β = 0.0295, R2 = 0.8918, 

RMSE = 11.196, χ2 = 5.4461, SSE = 78.603 

To get insight into the details of VS-Fe’s surface properties 
and their affinity towards Pb2+ ions, the adsorption 
isotherm modeling was assessed through a non-linear 
regression approach. The following isotherm models, as 
mentioned in Eq. (10), (12), (13) and (14), were used to 
establish the correlation between Pb2+ concentration and 
VS-Fe nanoparticles. 

L e
e max

L e

K C
q  q

1 K C
=

+
 

Langmuir isotherm (10) 

where qmax is maximum adsorption capacity (Balasubramanian et al. 2021), KL is Pb2+ adsorption constant’s free energy 

(Balasubramanian et al. 2021) 

L
L 0

1
R  

1 K C
=

+
 

Separation factor (dimensionless) (11) 

F1/n
e F eq  K C=

 
Freundlich isotherm (12) 

where KF is Vs-Fe’s relative adsorption capacity, 1/nF is Pb2+ adsorption intensity constant 

( )e T e

RT
q   ln K C

b
=

 
Temkin isotherm (13) 

where KT is Temkin constant, b is the intensity of Pb2+ adsorption constant, R is the universal gas constant, T is the temperature 

(K) (Balasubramanian et al. 2021) 

( )2
e s Dq  q exp β ε=  Dubinin-Radushkevich (D-R) isotherm (14) 

e

1
ε RT ln 1

C

 
= + 

 
 Polanyi potential (Jayalakshmi and Jeyanthi, 2019) (15) 

where qs is saturation capacity (theoretical) and βD is D-R isotherm constant 

 

The corresponding kinetic parameters were obtained 
directly from the fit of qe vs. Ce (plot not shown here). Table 
2 presents the values of isotherm model parameters, R2 
and EF. 

Based on the higher R2 and lower EF values (Table 2), the 
best-fit isotherm model for Pb2+ adsorption onto VS-Fe was 
ordered as follows: Langmuir isotherm > Freundlich 
isotherm > D-R isotherm. The results from Table 2 also 
revealed that Temkin isotherm gave a poor fit for Pb2+ 
uptake due to the most negligible R2 value and higher EF 
value. The Langmuir isotherm showed a qmax of 1020.50 
mg/g for Pb2+ adsorption using VS-Fe. Moreover, Langmuir 
isotherm’s suitability was further confirmed with the RL 
value (0.796), showing values within 0 and 1. Therefore, the 
findings showed the favourability of Langmuir isotherm. 
Likewise, the Freundlich isotherm’s favourability on Pb2+ 

adsorption was confirmed with its heterogeneity factor (nF 
= 1.1980), showing values greater than 1. Thus, revealing 
the surface heterogeneity of VS-Fe, thereby exposing their 
chemisorptive behavior on Pb2+ uptake. These results are 
consistent with SEM results (Figure 4(b)). All these 
established findings substantiate that both monolayer and 
multilayer adsorption co-occurring governed the Pb2+ 
adsorption using VS-Fe. Moreover, it showed that the Pb2+ 
adsorption using VS-Fe might be driven by one or more 
forces of attraction. 

3.3. Mass transfer modeling for Pb2+ adsorption onto VS-Fe 

To predict the rate-controlling step and mass transfer of 
Pb2+ ions onto VS-Fe’s surface, mass transfer modeling was 
assessed through a linear regression approach. The 
following diffusion models, as mentioned in the following 
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Eq. (16) and (17), were used to examine the transport of 
Pb2+ ions from their solution onto the VS-Fe’s surface. 

Where kid and kfd represent the diffusion constants of the 
intraparticle and liquid film model, respectively, Ci denotes 
the boundary layer thickness between the Pb2+ and Vs-Fe. 

The corresponding diffusion constants were obtained from 
the linear plot of the intraparticle and liquid film diffusion 
model (not shown here) and are presented in Table 3. 

 

0.5
t id iq  k t C= +

 
Intraparticle diffusion (16) 

( ) fd fdln 1 F   k t C− = − +
 

Liquid film diffusion (17) 

 

Table 2. Isotherm parameters for Pb2+ adsorption using VS-Fe 

Langmuir 

isotherm 

qm = 1020.50 mg/g, KL = 0.0102 L/mg, RL = 0.796 

R2 = 0.9941, RMSE = 7.2075, χ2 = 1.4966, SSE = 

3.0169 

Freundlich 

isotherm 

nF = 1.1980, KF = 14.667 L/mg 

R2 = 0.9743, RMSE = 15.080, χ2 = 6.4003, SSE = 

6193.9 

Temkin 

isotherm 

b = 268.96 J/mol, KT = 2.68 x107 L/mg 

R2 = 0.13990, RMSE = 87.238, χ2 = 249.77, SSE = 

372.79 

D-R 

isotherm 

qs = 297.52 mg/g, βD = 0.0686 mol2/kJ2 

R2 = 0.9039, RMSE = 29.155, χ2 = 2292.24, SSE = 

3150.28 

Table 3. Diffusion model parameters for Pb2+ removal using VS-Fe 

Intraparticle diffusion model 

kid (mg/g/min0.5) = 19.441, Ci = 80.798, R2 = 0.9419 

Liquid film diffusion model 

kfd (min-1) = 0.0607, Cfd = - 0.281, R2 = 0.9904 

The findings derived from Table 3 indicate that the rate-
limiting step for removing Pb2+ onto VS-Fe cannot be 
attributed to either intraparticle diffusion or liquid film 
diffusion. When the respective plots pass through the 
origin, it has been suggested that either of these models 
governs the mass transfer mechanism. The linear plot of 
intraparticle diffusion for the Pb2+ removal indicated a 
departure from the origin, indicating the possibility of 
surface diffusion in conjunction with intraparticle diffusion 
(Fang et al. 2018; Egbedina et al. 2021). Moreover, the 
elevated Ci value (80.798) indicates that the adsorption of 
Pb2+ was significantly influenced by the boundary layer, 
which could have experienced substantial resistance to the 
external mass transfer (Dubey et al. 2015). The present 
study further assessed the impact of the boundary layer on 
the Pb2+ adsorption by employing the Liquid film diffusion 
model. Despite the fact that their linear plot did not exhibit 
a passing through the origin, the minimal values of Cfd (- 
0.281) suggest that the Pb2+ adsorption may have been 
slightly influenced by liquid film diffusion (Wei et al. 2016). 
Therefore, the mass transfer of Pb2+ ions onto VS-Fe is 
influenced by multiple diffusion mechanisms. 

3.4. Mechanism/interaction involved in sequestration of 
Pb2+ ions 

The possible mechanism/interaction involved in the 
sequestration of Pb2+ ions using VS-Fe nanoparticles may 
be reduction, electrostatic sorption and precipitation. An 
increase in pH (6.0) facilitated the formation of a highly 
porous layer of iron oxides (Fe-OH) and hydroxides (Fe-O-
OH), which in turn promoted the diffusion of Pb2+ ions 

towards the Fe0 core. Hence, the reduction happens during 
the sequestration of Pb2+ ions. Moreover, the high [H+] 
under acidic conditions may impede the absorption of Pb2+ 
ions onto the positively charged VS-Fe surface (pH < pHpzc) 
as a result of electrostatic repulsion. As the pH levels get 
elevated, the competition among reaction sites will be 
reduced, leading to enhanced mobility of Pb2+ ions towards 
the negatively charged VS-Fe due to electrostatic 
attraction. This phenomenon facilitates the efficient 
removal of Pb2+ ions. 

Furthermore, the Pb2+ ions precipitate in alkaline pH above 
6 and form lead hydroxides. Hence, rendering the removal 
of Pb2+ ions through precipitation in alkaline pH (i.e., pH > 
6). Due to the precipitation nature of lead species in 
alkaline pH, their optimal pH was set as 6 for their effective 
sequestration. At this optimal pH, the chemisorption is 
dominant over physisorption. Additionally, the isotherm 
and kinetic modeling findings revealed the dominance of 
chemisorption. These results were further confirmed with 
the SEM and FTIR analysis of Pb-loaded VS-Fe 
nanoparticles. 

3.5. Comparison studies on VS-Fe’s adsorption capability 
with other adsorbents 

Table 4 presents a comparison of various adsorbents 
utilized for Pb2+ adsorption, with a focus on their maximum 
adsorption capacity. The qm value for VS-Fe was 
determined to be 1020.50 mg/g, indicating favorable 
performance. This value is comparatively more significant 
than the qm values reported for other adsorbents in the 
literature. 

Table 4. Comparison of various adsorbents utilized for Pb2+ 

adsorption 

Adsorbent 
qm 

(mg/g) 
Reference 

Activated carbon-supported 

nanoscale zero-valent iron 

composite 

59.35 
Liu et al. 

2019 

Kaolin (IK) supported nano 

zerovalent iron composite 
192 

Lakkaboyana 

et al. 2021 

Nanoscale zero-valent iron-carbon 

materials 
223.52 

Shi et al. 

2022 

Copper slag-supported sulfidized 

nanoscale zero-valent iron 
338.98 

Shi et al. 

2023 

Carbon@nano-zero-valent iron 

composite 
98.37 

Yang et al. 

2023 

Sulfur-modified nanoscale zero-

valent iron 
246.40 

Tang et al. 

2023 

VS-Fe nanoparticle 
1020.50 

Present 

study 
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3.6. Feasibility of VS-Fe nanoparticles 

The synthesis technique of VS-Fe is characterized by its 
simplicity and cost-effectiveness, as it does not need any 
specialized knowledge. The utilization of Vigna stipulacea 
seed extract as a reducing agent is advantageous due to its 
natural composition, minimal chemical requirement, 
sustainability and biocompatibility, hence rendering the 
VS-Fe environmentally beneficial. Moreover, these Vigna 
stipulacea plants are easily domesticated as they require 
minimal water and demand little care and maintenance. 
Furthermore, the VS seed extract proved its efficacy in 
acting as a reducing agent in Fe0 nanoparticle formation, 
confirmed by their instrumental analysis. The key findings 
are as follows: the UV analysis showed the corresponding 
surface plasma resonance exhibited in its absorbance peak; 
the XRD analysis established the crystal size formation in 
nano-scale; the FTIR analysis showed the presence of 
polyphenols and lignin content; the EDAX analysis 
confirmed the existence of Fe species. 

Additionally, the VS-Fe exhibited a greater surface area, 
resulting in an increased adsorption capacity. Moreover, it 
established adequate magnetic saturation, thereby 
facilitating the separation process using an external 
magnetic field. The non-functionalized VS-Fe exhibited a 
maximum adsorption capacity compared to other 
functionalized nano-iron. However, for long-term 
applications, the stability of VS-Fe could still be improved 
by functionally it with polymer to overcome the reduction 
in electron transfer issues caused by the surface 
passivation. 

The regeneration capacity of VS-Fe (not reported here) 
may be easily achieved for up to three cycles, resulting in a 
maximum removal effectiveness of 95%. It has the 
potential to decrease the expenses associated with 
wastewater treatment significantly. The dominance of 
chemisorption might attributed to the reduction in VS-Fe’s 
regeneration capacity after the third cycle. However, for 
long-term applications, the capability of VS-Fe could still be 
improvised in future applications to reuse it more 
efficiently. 

4. Conclusion 

The present investigation focused on utilizing Vigna 
stipulacea’s seed extract for synthesizing Fe nanoparticles 
and reported their capability of eliminating Pb2+ ions from 
an aqueous environment. The UV-Vis analysis confirmed 
the surface plasmon resonance spectra (285 nm) for VS-Fe 
nanoparticles’ formation. In addition, a spherical shape 
with less agglomeration and uniform size distribution of VS-
Fe was observed from SEM analysis. Moreover, the FTIR 
analysis showed the peaks associated with polyphenols 
and other phytochemicals, which played a crucial role in 
VS-Fe’s bioreduction and stabilization. Batch adsorption 
studies on VS-Fe indicated maximum Pb2+ removal (96.7%) 
was achieved within 60 min using 0.01 g/ 100 mL dosage at 
pH 6. The Pb2+ adsorption using VS-Fe indicated a 
reasonable fit to Langmuir and Freundlich isotherm 
models. Moreover, the Langmuir isotherm showed a 
monolayer adsorption capacity of 1020.50 mg/g. 

Similarly, the Pb2+ adsorption kinetics showed better 
fitness with pseudo-second-order and the Elovich model. 
Furthermore, it indicated the dominance of chemisorption 
in Pb2+ removal. The experimental findings suggest that VS-
Fe nanoparticles have the potential to serve as effective 
adsorbents to eliminate Pb2+ ions from wastewater. 
Moreover, it facilitates the development of a cost-effective 
wastewater treatment system to eliminate hazardous 
metals, thereby mitigating the adverse impacts on water 
quality. Thus, it can be inferred that the combined strategy 
of nanotechnology and a greener approach can be utilized 
for wastewater treatment, which in turn creates a new 
frontier in environmental pollution. 
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Abstract

Today, malaria is a dangerous disease caused by Plasmodium parasites and transmitted

by the bite of Anopheles mosquitoes. It is estimated that more than 200,000 cases of

malaria will occur every day worldwide, and more than 400,000 people will die from

malaria. Early diagnosis of malaria is important to mitigate the morbidity and mortality

of the disease. In this paper, a fully trained capsule neural network combined with a

convolutional neural network model is proposed for malaria detection from blood smear

microscopic images. In malaria diagnosis, the hybrid CapsNet model can detect malaria in

blood samples. The hybrid model is optimized based on malaria data in microscopic

images of infected and uninfected blood. Images are processed and enhanced through

rotation before being fed into the hybrid CapsNet model. The CapsNet hybrid model is
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examined for malaria data with a learning rate of 0.07 and a batch size of 20. Hybrid

CapsNet model shows improved results in detecting malaria from microscopic images

measured against the currently available standard malaria test. Constraints like malaria

parasite detection rate, accuracy, F1 index and blood smear classification is used to gauge

the attainment of the hybrid CapsNet model. Detection rate of 99%, accuracy of 99.08%

and FAR of 0.97% is attained by the hybrid CapsNet model as contrary to the traditional

state-of-the-art model, the DSCN-Net, where the detection rate was 98%, the accuracy

was 97.2%, and the FAR was 0.99%.
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Abstract: The purpose of this communication is to present the modeling of an Artificial Neural
Network (ANN) for a differential Complementary Metal Oxide Semiconductor (CMOS) Low-Noise
Amplifier (LNA) designed for wireless applications. For satellite transponder applications employing
differential LNAs, various techniques, such as gain boosting, linearity improvement, and body bias,
have been individually documented in the literature. The proposed LNA combines all three of these
techniques differentially, aiming to achieve a high gain, a low noise figure, excellent linearity, and
reduced power consumption. Under simulation conditions at 5 GHz using Cadence, the proposed
LNA demonstrates a high gain (S21) of 29.5 dB and a low noise figure (NF) of 1.2 dB, with a reduced
supply voltage of only 0.9 V. Additionally, it exhibits a reflection coefficient (S11) of less than −10 dB,
a power dissipation (Pdc) of 19.3 mW, and a third-order input intercept point (IIP3) of 0.2 dBm. The
performance results of the proposed LNA, combining all three techniques, outperform those of LNAs
employing only two of the above techniques. The proposed LNA is modeled using PatternNet BR,
and the simulation results closely align with the results of the developed ANN. In comparison to the
Cadence simulation method, the proposed approach also offers accurate circuit solutions.

Keywords: gain boosting; differential cascode; capacitor cross-coupling; low-noise amplifier; ANN;
Bayesian regularization

1. Introduction

Significant progress has been made in the realm of wireless communication systems
thanks to the development of fully integrated Complementary Metal Oxide Semiconductor
(CMOS) receiver front-ends. In satellite communication systems, a satellite transponder
comprises a series of interconnected elements that establish a communication link between
the transmitting and receiving antennas. Among these elements are the Band-Pass Filter
(BPF), Low-Noise Amplifier (LNA), mixer, and power amplifier. The LNA serves as a
fundamental component and plays a pivotal role as the initial block in satellite transponders.
It is widely recognized that designing this first block poses a considerable challenge, as its
performance profoundly influences the subsequent stages in terms of both the selectivity
and sensitivity of the receiver.

To meet the high sensitivity demands, pioneering studies are documented in Refer-
ences [1–36]. For instance, Tae-Sung Kim et al. presented an LNA operating at 2 GHz
in [1], employing post-linearization techniques with 0.18 µm CMOS technology. However,
the performance of the receiver is constrained by the noise factor primarily influenced by
the LNA. Hence, achieving a high sensitivity necessitates an LNA with a substantial gain,
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minimal noise figure, and low power consumption. Given the LNA discussed in [1], the
implementation of the cascode topology for LNA design is detailed in [2]. This topology of-
fers significant advantages, including a high gain, a low noise figure, a broader bandwidth,
low power consumption, excellent reverse isolation, and stability. However, it is worth
noting that the reported LNA is susceptible to parasitic inductance.

The widely recognized differential topology is discussed in [3–10]. The primary
advantage of this configuration lies in its ability to reject common-mode noise and its
reduced sensitivity to substrate and supply noise. This topology is also well suited for
connection to a double-balanced mixer [3], which is typically the subsequent component in
the receiver chain. Furthermore, this topology demonstrates the lowest noise figure among
the reported designs [4], along with an impressive third-order input intercept point and a
1 dB compression point. It is worth noting, however, that the power consumption is slightly
higher than in other reported topologies.

It is essential to emphasize that, since satellites rely on solar cells, achieving optimal
performance with low power consumption is imperative to conserve battery life, particu-
larly under very low supply voltages. Given this perspective and the aim of minimizing
power usage, various techniques have been explored in the current state of the art. The
current-reuse (CR) technique, as documented in [11,12], enables the sharing of the DC
current among transistors, thereby reducing power consumption without compromising
gain. However, it is important to note that this technique is the most advantageous for appli-
cations requiring higher voltage. Conversely, the complementary current-reuse technique,
as described in [13], is well-suited for achieving low power while also catering to applica-
tions with lower voltage requirements. This approach involves the use of complementary
transistors that distribute the current between the input and output stages.

Significantly, the adoption of this technique has implications for gain values. Addition-
ally, the sub-threshold biasing technique, as documented in [14–16], has been employed
to achieve exceedingly low power consumption (in the µW range). In this method, the
MOS transistor operates in the weak inversion region, which necessitates the use of over-
sized transistors to enhance gain. Currently, wireless devices are being scaled down to
achieve miniaturization, thanks to advancements in CMOS technology. Consequently, a
low-voltage supply technique is discussed in References [17,18], primarily catering to ap-
plications that require less than 1V to operate. However, it is important to note that the use
of this technique leads to reduced linearity. Furthermore, the forward body biasing (FBB)
technique, detailed in [19,20], merits consideration. While this technique does contribute
to a lower threshold voltage without compromising the gain, noise figure, and supply
voltage, it is worth acknowledging that maintaining linearity remains a challenging task
for researchers and LNA designers.

It is important to acknowledge that the primary source of nonlinearity in an MOS
transistor resides in the transconductance available at the input stage. To attain superior
linearity, various techniques for improving linearity, as discussed in [21], are also explored.
One such approach is the utilization of an auxiliary path, commonly known as the feedfor-
ward technique, as described in [22]. This technique is employed to nullify the third-order
harmonic at the primary output, which is crucial for achieving enhanced LNA performance.
However, it comes at the cost of increased power dissipation and a reduction in gain. In [23],
a low-impedance LC trap network is implemented to resonate the LNA in conjunction with
the nonlinear signals at the input, effectively canceling them out. Notably, this technique is
well-suited for MOSFET transistors when operating outside the strong inversion region.

In [24], an optimal biasing technique is applied at the input side to generate a current or
voltage with the aim of mitigating the third-order nonlinearity component (gm3). However,
it is important to note that this approach is sensitive to variations in bias. However, the
injection of a second-order inter-modulation (IM2) technique, as introduced in [25], proves
to be effective in suppressing third-order inter-modulation distortion (IM3) without the
need for an auxiliary path. This results in improved linearity without compromising noise,
gain, and power consumption. Nonetheless, it may lead to a differential output from the
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main path and a potential degradation of IIP2.The multiple-gated transistor technique,
detailed in [26–29], involves the use of two transistors operating in both the strong and
weak inversion regions.

In this context, the negative peak of the second-order nonlinear term, which contributes
to the IM3 of the main transistor, is offset by the positive peak of the auxiliary transistor.
However, this approach still encounters second-order distortion combined with harmonic
feedback. An alternative method is the modified derivative superposition (DS) technique,
as detailed in References [30–33], employing two transistors akin to those in [26] and two
source inductors. This circuit allows for the direct tuning of third-order inter-modulation
distortion from the input stage, albeit at the expense of reduced gain and noise performance.
The IMD sinker technique, presented in [34], utilizes an NMOS diode connected in parallel
to a resistor–capacitor (RC) circuit. Notably, this technique can partially mitigate IMD3
at the input without impacting the gain and noise figure. Lastly, the dual capacitive
cross-coupling (CCC) technique, as reported in [35], combines active and passive CCC to
enhance loop gain and linearity. However, due to the larger passive CCC, there is a slight
degradation in the input matching bandwidth.

Upon a thorough investigation of the recently reported state-of-the-art advancements,
it becomes evident that designing an LNA to attain superior performance, including a
high gain, low power consumption, a minimal noise figure, space efficiency, and cost-
effectiveness, presents a set of formidable challenges for both researchers and LNA de-
signers. This challenge arises from the fact that satellite transponders receive weak signals
with inherent noise, caused by weather conditions and interference from Earth stations.
Consequently, there is a pressing need to bolster these feeble signals with a combination of
a high gain, exceptionally low noise, reduced nonlinearity, and low power consumption
to prepare them for further processing. Such objectives are made achievable through the
proposed LNA, which leverages a combination of techniques, including current reuse for
gain improvement, body biasing for low power consumption, and capacitor cross-coupling
for enhancing linearity in the C band, tailored specifically for satellite transponders.

Meeting the desired requirements in LNA design for RF frequencies is a highly chal-
lenging task, primarily due to the numerous non-ideal factors encountered. This challenge
is compounded by the use of electromagnetic solvers, such as Cadence, ADS, and HFSS,
which rely on intricate analytical and mathematical models [37]. An integral part of the
design process involves repetitive trial-and-error experiments, demanding a significant
investment of time, extensive memory resources, and specialized equipment. The com-
plexity further intensifies when numerous simulations must be repeated for various circuit
parameters to optimize the RF performance of the LNA. Therefore, there is a need for a
more efficient technique that consumes fewer resources and possesses the capability to
model LNAs comprehensively, approximating all design parameters. Artificial Neural
Networks (ANNs) stand out as a modeling technique with the capacity to learn from data,
approximate unseen data, and model nonlinear parameters [38]. In this work, we propose
the optimization of LNA parameters for various CMOS LNAs, including a single-ended
LNA, a differential LNA, and a current-reuse LNA, utilizing MLPANN. However, it is
essential to note that only two output parameters, the gain and noise figure (NF), are
considered in this study.

ANN is employed through both a direct and an inverse approach to model the inter-
dependence of performance parameters and circuit parameters. In the direct approach,
ANN is employed to model LNA output performance parameters with respect to input
circuit parameters. Conversely, in the inverse approach, ANN is utilized to derive circuit
parameters based on the output performance parameters. It is worth noting that the recent
literature has explored the application of ANN in modeling LNAs.

In [39], an ANN model was introduced to address LNA impedance matching using
the Smith chart. However, a complete ANN model for the entire LNA is still pending devel-
opment. Another ANN model related to LNA was presented in [40], offering a comparison
of accuracy and scalability among various metamodeling methods for the challenging task
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of modeling an entire LNA RF circuit block. This study employed the Bayesian regular-
ization (BR) algorithm. Nevertheless, there is room for improvement in the selection of
orders for the rational function, and further theoretical investigation of SVM is required
to understand the significant disparity with ANN. In [41], the modeling of CMOS LNA
was achieved using the Adaptive Neuro-Fuzzy Inference System (ANFIS), demonstrating
significantly lower errors than models developed using MLP and RBF. A different approach
was described in [42], which outlined a method for RF LNA circuit synthesis determining
parameter values through a set of ANNs aided by a Genetic Algorithm (GA). It is worth
noting that GA required a relatively high number of generations. In [43], the modeling of
an LNA was proposed using the Levenberg–Marquardt (LM) algorithm with a limited set
of circuit parameters, such as frequency (f), drain-to-source voltage (Vds), drain-to-source
current (Ids), and temperature (T). However, matching networks were not part of the
model. Another approach was suggested in [44], focusing on solving highly nonlinear
design problems for LNAs and Reflect Array Antennas (RAs) using ANN in conjunction
with metaheuristic search algorithms. The results indicated successful minimization of the
cost function, validated through 3D EM simulators for microwave circuits. In [45], an LNA
was modeled using the LM algorithm, employing frequency (f), drain-to-source voltage
(Vds), drain-to-source current (Ids), and temperature (T) as input parameters. Nevertheless,
the modeling of matching networks was not included. From the review of the available
literature, it is evident that both LM and BR algorithms have been applied for LNA model-
ing and synthesis. In [46], the proposal centered on surrogate modeling for a tunable LNA
spanning a range from 2 to 3 GHz. Three- and six-dimensional surrogate models were
constructed to illustrate the impact of bond wires on various LNA design metrics. Building
upon these prior developments, this work endeavors to predict the different parameters of
CMOS LNAs based on collected simulation data.

The objective of this work is to model a CMOS LNA using the Bayesian regularization
algorithm, known for its robustness and resistance to overtraining and over-fitting. This
work primarily focuses on the ANN modeling of a CMOS differential LNA using a direct
approach. This paper presents the ANN modeling of a differential LNA using the BR
algorithm, which incorporates techniques like current reuse (CR) for gain enhancement, ca-
pacitor cross-coupling (CCC) for improving linearity, and body biasing (BB) for low power
consumption. The performance results of the proposed LNA, which combines all three
techniques, surpass those of previously reported LNAs. Furthermore, the neural network
modeling results closely align with the simulation results obtained from Cadence. The
novelty of this work lies in the integration of various techniques to achieve optimized per-
formance in multiple parameters, including gain, the noise figure (NF), power dissipation,
and linearity, simultaneously with computer-aided modeling through ANN.

This paper is organized as follows: Section 2 discusses the CMOS differential LNA
and its impact on LNA gain and linearity due to the proposed techniques. Section 3 covers
the neural network model, Section 4 outlines the ANN modeling of the proposed LNA,
Section 5 provides a brief overview of the results and discussion, and, finally, Section 6
concludes the paper.

2. CMOS Differential LNA

A schematic of the proposed CMOS differential LNA designed for C-band operation
is illustrated in Figure 1. As evident in Figure 1, the proposed LNA comprises three stages:
the input and output matching network, the interstage series resonance network, and
buffers. The inductors (Ls and Lg1) in the common-source (CS) stage are meticulously
designed to achieve input impedance matching and ensure low-noise performance within
the C band. The aspect ratios of MOS transistors, namely, M1 and M2, are chosen to
achieve appropriate input and output matching. To guarantee the correct operation of the
transistors, a biasing circuit is devised to establish the proper DC operating point. This
involves configuring the bias current and voltage levels to maintain the transistors within
their active region while minimizing power consumption. In LNAs, noise analysis and

426



Sensors 2023, 23, 8790 5 of 21

optimization are of paramount importance. To conduct a comprehensive noise analysis,
techniques such as noise matching and impedance matching are employed to minimize the
noise figure effectively.
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Figure 1. Schematic of proposed differential LNA.

The interstage series resonance inductor (Lm) serves to eliminate the impact of parasitic
capacitance between the common-source (CS) transistor M1 and the cascode transistor
M2, thereby enhancing power transfer efficiency. The current-reuse capacitor (Cm) plays a
crucial role in augmenting the transconductance (gm2) of the cascode device by enabling
the sharing of the input current with the output device.

The cascode transistor operates in a common-gate (CG) configuration, specifically
designed to mitigate the impact of parasitic gate–drain capacitance in the common-source
(CS) stage. This configuration serves to increase the output impedance and enhance
input/output isolation. The inclusion of a drain inductor (Ld) and an output capacitor
(Cout) in the cascode stage is carefully engineered to achieve the desired output matching.

To strike a balance between bandwidth and gain, several aspects are addressed, in-
cluding the transistor sizes, input/output matching networks, the addition of a buffer at
the output side, and the incorporation of feedback components. These measures are metic-
ulously executed to attain the desired gain and bandwidth characteristics while ensuring
system stability.

To enhance linearity, cross-coupling capacitors CCC1 and CCC2 are incorporated. These
capacitors resonate with the gate inductor (Lg2), effectively canceling out the nonlinearity
associated with the common-source (CS) transistor (M1).

To further optimize performance, body biasing is employed by connecting the supply
voltage (Vb) to the bulk terminal of cascode transistor M2. This adjustment reduces the
threshold of M2, preventing it from entering the weak inversion region and, consequently,
reducing power consumption, especially at lower supply voltages.

The designed LNA underwent extensive simulations using EDA tools to validate its
performance within the C band.

2.1. Small-Signal Equivalent of the Proposed Differential LNA

Figure 2 depicts the small-signal equivalent model of the proposed differential LNA.
This model serves as the basis for the study of gain, linearity, and power optimization.
Additionally, when viewed as a two-port network, it provides insight into the input and
output impedance characteristics.
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2.1.1. Gain Improvement Using Current-Reuse Technique

Gain improvement is assessed by analyzing the overall current gain of the proposed
LNA. This gain is determined using the small-signal equivalent circuit illustrated in Figure 3.
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The overall current gain (AI) of the proposed differential LNA can be calculated from
the current gain of M1 (I2/I1) and M2 (I3/I2):

AI =
I2

I1
∗ I3

I2
(1)

The MOS transistors (M1 and M2) are operated in the saturation region with a large
voltage headroom to achieve a high gain at the cost of power dissipation. Here, the current-
reuse technique is used to boost the current gain of the proposed LNA with low power via
the presence of ‘Cm’.

In Figure 3, the current gain of CS transistor M1 is given by

I2

I1
=

gm1

s(Cgs1 + Cgd1)

(((sLm || 1
sCdb1

) + Rg2) || sLg2 )

(((sLm || 1
sCdb1

) + Rg2) || sLg2 ) + ( 1
sC2

)
(2)

where
Lm is the interstage matching inductor; Lg2 is the gate inductor of M2;
Cdb1 is the drain-to-bulk capacitance of M1;
Rg2 is the gate resistance of M2;
C2 = Cm + Cgs2 + Ccc2.
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This is the equivalent capacitance composed of interstage capacitance Cm, the gate-
to-source capacitance of M2, Cgs2, and cross-coupling capacitor CCC2 obtained from the
small-signal equivalent circuit shown in Figures 2 and 4.
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In Figure 4, The current gain of cascode transistor M2 is given by

I3

I2
=

2Ccc2

Cgs2 + Cgd2 + Ccc2
gm2

sLd

(sLd || 1
sCdb2

)
(3)

The current gain (AI) of the differential cascode LNA with gm boosting is achieved
from the individual current gain of CS and cascode LNA.

On substituting Equation (2) and (3) in Equation (1), the current gain is

AI =
I3

I1
=

[
gm1

s(Cgs1 + Cgd1)

(((sLm || 1
sCdb1

) + Rg2) || sLg2 )

(((sLm || 1
sCdb1

) + Rg2) || sLg2 ) + ( 1
sC2

)

]
∗
[

2Ccc2

Cgs2 + Cgd2 + Ccc2
gm2

sLd

(sLd || 1
sCdb2

)

]
(4)

From the current gain expression of AI in Equation (4), it is clear that the gain is
boosted twice by the presence of the product of transconductances (gm1 andgm2). Thus,
the current gain is improved using the current-reuse capacitor (Cm) under the same DC
current with low power.

2.1.2. LNA Linearity Improvement Using Capacitor Cross-Coupling Technique

The CCC technique [35] enhances the linearity of LNA while reducing the gate–drain
capacitance of the input common-source (CS) transistor, M1. To achieve a higher IIP3 (third-order
input intercept point), it is imperative to minimize gm3, the nonlinear coefficient of M1.

In our proposed approach, to enhance IIP3, we utilize cross-coupling capacitors, CCC1
and CCC2, as illustrated in Figure 1, to mitigate the nonlinear effect of gm3. The gate
inductor, Lg2, which is connected to the gate of the cascode transistor, resonates with the
cross-coupled capacitors, effectively eliminating the nonlinearity and noise contribution of
the cascode stage.

The impact of CCC, which improves the linearity, can be studied using a variation
inthe drain current Id of the MOS device given by the Taylor series as

Id = gm1vgs + gm2vgs
2 + gm3vgs

3 (5)

where
gm1 is the main transconductance of the MOSFET;
gm2 is the second-order nonlinear coefficient;
gm3 is the third-order nonlinear coefficient.
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The coefficients gm1, gm2, and gm3 are given by

gm1 =
∂id

∂vgs
; gm2 =

∂2id
∂v2

gs
; gm3 =

∂3id
∂v3

gs
(6)

From the above given Equation (6), it is evident that the MOS device exhibits nonlinear
behavior.

The IIP3 of the nonlinear device is given by

IIP3 =

√
4
3

∣∣∣∣ gm1

gm3

∣∣∣∣ (7)

From Equation (5), the drain currents flowing through M1 and M1′ are given by

IdM1 = gm1M1vgsM1 + gm2M1vgsM
2 + gm3M1vgsM1

3 (8)

IdM1 ′ = gm1M1′vgsM2 + gm2M1′vgsM2
2 + gm3M1′vgsM2

3 (9)

where VgsM2 is the gate-to-source voltage of M2 given by

VgsM2 = a1vgsM1 + a2
2 vgsM1

2 + a3
2 vgsM1

3 (10)

The resulting current, I2,is given by

I2 = IdM1 + IdM1′ (11)

≈(gm1M1 + a1 gm1M1′ ) vgsM1 + (gm2M1 + a1
2 gm2M1′ ) vgsM1

2 + (gm3M1 + a1
3 gm3M1′ ) vgsM1

3 (12)

I2 ≈ gm1M1 + a1 gm1M1′ (13)

In Equation (12), it is important to note that gm3M1 and gm3M1′ are negative when
operating in the strong inversion region for NMOS transistors. Coefficient a1, representing
the impedance when looking at the gate of M2, is a frequency-dependent parameter and
is inherently negative according to basic circuit theory [36]. The coefficient of the third
term in Equation (12) is offset by adjusting the gate bias of M2 and by resonating the gate
inductor Lg2 with the cross-coupling capacitors (CCC1 and CCC2).

Consequently, the resulting current, as given in Equation (13), demonstrates that the
nonlinearity components related to gm3 are effectively canceled at M1, allowing the primary
transconductance to be directed toward M2.

2.1.3. Transconductance Improvement with Low-Power Body Biasing Technique

Typically, the body of an MOS transistor operates in the weak inversion region.
Through the utilization of the forward body biasing technique, the MOS transistor’s body
is biased to transition into the strong inversion region. This transition effectively reduces
the threshold voltage (VTH) of the device, subsequently leading to a decrease in power
consumption. This reduction in the threshold voltage significantly enhances the transcon-
ductance (gm), as demonstrated in Equation (14). The following equations describe the
variation in gm with VTH:

∂gm

∂VTH

Id0

2(nUT)
2

(
e(VGS−

VTH
2nUT

)
)

(14)

where

VTH = VTH0 + γ

(√
|2ΦF −VBS|−

√
|2ΦF|

)
(15)

VTH0 is the threshold voltage without the bulk-source voltage.VBS = 0.
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Γ is a process-dependent body effect parameter.
ΦF is the substrate Fermi potential with typical values of 0.3−0.4V1/2.
n is the substrate factor, whose value depends on the process and varies from 1 to 2.
UT is defined as kT/q, the thermal voltage.

As inferred from the above Equation (14), gm varies exponentially with respect to
VTH. Biasing the body of the M2 transistor reduces the threshold voltage and increases
transconductance gm2. With the increase in gm2, gain is also proportionally enhanced, as
discussed in Equation (4), with a low power consumption.

2.2. Impedance Calculation at Input and Output

Using the small-signal equivalent circuit shown in Figure 2, the input impedance of
the proposed differential LNA is given by

Zin = s(Lg1 + Ls) +
1

sCgs1
+ ωT Ls (16)

where
ωT =

gm1

Cgs1
(17)

gm1 is the transconductance of M1; Cgs1 is the parasitic gate-to-source capacitance of
gainM1; and Lg1 and Ls are the gate and source inductances.

Input matching is achieved by equating the real part of Equation (16) to source
impedance (Rs = 50 Ω) and the imaginary part to zero to obtain the values of the source
and gate inductors.

Ls =
RsCgs1

gm1
(18)

Ls + Lg1 =
1

ω2
0Cgs1

(19)

Cgs1 =
1

ω2
0
(

Lg1 + Ls
) (20)

The output frequency (f0) of the proposed LNA can be calculated using

f0 =
1√

Cgs1
(

Lg1 + Ls
) (21)

The impedance seen at the output is given by

Zout = sLd||
1

sCdb2
(22)

where
Ld is the drain inductor;
Cdb2 is the drain-to-bulk capacitance of M2.

3. Development of ANN Model

Neural networks are information processing systems designed with inspiration from
the cognitive capabilities of the human brain. These networks abstractly generalize and
learn from data, drawing upon their capacity to interpret patterns. An ANN model is
capable of estimating various amplifier parameters based on simulation results, offering an
alternative approach to traditional simulation tools.
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Neural Network Model for the Proposed CMOS Differential LNA

The proposed LNA is meticulously designed, incorporating current-reuse, body bias-
ing, and capacitor coupling techniques to achieve optimized gain, a low power consump-
tion, improved linearity, and reduced noise. The key performance parameters, including
S-parameters and the noise figure (NF), exhibit proportional variations with temperature
across different frequencies. Consequently, both temperature and frequency are considered
as input variables. The output parameters, S21 and NF, serve as the output variables in the
modeling of the proposed LNA, as depicted in Figure 5.
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A flowchart for the modeling of the LNA using ANN is illustrated in Figure 6. The
proposed LNA is simulated through Cadence, and performance parameters are obtained for
various combinations of temperature and frequency. For each set of circuit parameters, the
S-parameters and noise figure (NF) are determined, and the corresponding input dataset is
generated.In line with the Pareto principle, the developed dataset is partitioned, with 80%
allocated for training and the remaining 20% for testing and validation purposes. The ANN
is then trained using different numbers of hidden neurons across various neural networks
and algorithms. The model’s performance is subsequently validated based on the accuracy
achieved through the best test statistics.
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An MLPNN model is developed for the proposed LNA, as shown in Figure 7, for the
S-parameters and noise figure (NF).

Each ANN is equipped with input neurons that correspond to specific circuit pa-
rameters, as well as an output neuron that corresponds to the parameter being modeled.
Once the ANN is trained, the desired parameter can be readily calculated based on its
response. The model’s accuracy is validated by comparing the ANN’s response with the
simulation results.
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Specialized versions of feedforward networks, such as PatternNet, FitNet, and Cas-
cade ForwardNet, are available and suitable for various types of input-to-output mapping.
Consequently, these networks are chosen to explore the different ANN types while examin-
ing the impact of varying the number of hidden layers (NHL) on output accuracy. These
neural networks are trained using various algorithms, as listed in Table 1.

Table 1. Different neural network algorithms.

S. No Algorithm Abbreviation

1 scg Scaled conjugate gradient back propagation
2 cgb Conjugate gradient back propagation with Powell/Beale restarts
3 bfg BFGS quasi-Newton back propagation
4 cgp Conjugate gradient back propagation with Polak–Ribiére updates
5 gda Gradient descent with adaptive learning rate back propagation
6 gd Gradient descent back propagation
7 gdm Gradient descent with momentum back propagation
8 gdx Gradient descent with momentum and adaptive learning rate back propagation
9 lm Levenberg–Marquardt back propagation
10 cgf Conjugate gradient back propagation with Fletcher–Reeves updates
11 oss One-step secant back propagation
12 rp Resilient back propagation
13 Br Bayesian regularization

Bayesian regularization is proposed for modeling this LNA. Typically, the dataset
is partitioned into three subsets: training, testing, and validation. The training set error
steadily decreases as the training progresses, while the validation set error initially reaches
a minimum and then increases as the training continues. This phenomenon can lead to a
less predictive model, and it is commonly referred to as overtraining. To overcome this
issue, Bayes’ theorem is incorporated into the regularization scheme.

The cost function or sum squared error in the data to be minimized is given as

S(w) = β∑ND
i=1[Yi − f (Xi)]

2 + α∑Nw
j=1 w2

j (23)

where
Nd is the number of rows in the input vector X;
Nw is the number of weights;
Xi is the input vector;
Yi is the output vector.

Given the initial values of hyperparameters α and β, the cost function S(w) is mini-
mized with respect to weights w.

4. Results and Discussion

The proposed differential LNA was designed and simulated using 180 nm CMOS
technology, operating at a frequency of 5 GHz, as depicted in Figure 8. The simulation
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was carried out within the Cadence Spectre environment. Square spiral inductors and
capacitors from the technology library available in Cadence Spectre were utilized. For
signal lines, Metal 6 was employed to ensure high conductivity, while input and output
lines were implemented using Metal 4 to achieve good impedance matching. Intermediate
connections were established using Metal 1 and Metal 2. To enhance signal transmission,
the gain path of the proposed LNA was widened to reduce resistance effectively. The
component values for the proposed LNA are provided in Table 2. The physical footprint
of the proposed LNA occupies a silicon area measuring 0.8 × 0.6 mm2. A process corner
analysis was conducted at various temperatures:Typical-Typical (TT, 27 ◦C), Fast-Fast (FF,
0 ◦C), and Slow-Slow (SS, 80 ◦C).
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Table 2. Component values of the proposed LNA.

Component M1 M2 Ls Lg1 Lg2 Lm Cin Cm Ccc1 Ccc2

Values 138 µm 216 µm 1.15 nH 2 nH 0.05 nH 2.29 nH 1.63 pF 0.2 pF 0.1 pF 0.1 pF

4.1. Effect of Body Biasing and Current-Reuse Technique on LNA Gain

Figure 9 illustrates the gain improvement (S21) as the bulk voltage (Vb) is varied from
−0.3 V to 0.3 V. Notably, it is observed that the gain of the proposed LNA reaches 29.5 dB
at the bulk voltage of Vb = −0.3 V. Furthermore, it can be inferred that the gain within
the frequency range of 4.9 GHz to 5 GHz measures 29 dB, highlighting its exceptional
performance in comparison to previously reported designs [6,8].

The current-reuse (CR) technique is applied using the middle capacitor, Cm. As Cm
is varied from 100 fF to 500 fF, the gain demonstrates an improvement, increasing from
28.8 dB to 33.2 dB, as depicted in Figure 10. It is evident in the figure that the maximum
gain is achieved when Cm equals 200 fF at the desired frequency of 5 GHz. Consequently,
the gain is enhanced twofold through the combined use of the body biasing (BB) and CR
techniques, in accordance with Equation (14).

4.2. Effect of Capacitor Cross-Coupling on LNA Linearity

The linearity of the LNA is assessed through the third-order input intercept point
(IIP3). In receiver LNAs, it is expected that the IIP3 should exceed−10 dBm. The IIP3 of the
proposed LNA is determined through simulation using a two-tone signal with a 100 MHz
spacing. As depicted in Figure 11, the proposed LNA achieves an IIP3 of 0.2 dBm with
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capacitor cross-coupling and −13.3 dBm without capacitor cross-coupling. Consequently,
the utilization of the CCC technique results in a significant improvement of 13 dBm.
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Figure 11. IIP3 of proposed LNA.
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4.3. Simulation Results at Different Process Corners

Figure 12 presents the simulation results of the differential LNA under different process
corners. Notably, it is observed that the proposed differential LNA delivers superior
performance at the Fast corner (0 ◦C) when compared to the Typical (27 ◦C) and Slow
corners (80 ◦C). The gain of the proposed LNA under different corners is illustrated in
Figure 12a. It is evident that the gain exceeds 25 dB within the operational bandwidth
(4.8–5.2 GHz) and reaches 30 dB at the desired frequency. Furthermore, it is noteworthy
that the gain remains consistent between the Typical and Fast corners.
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Figure 12. Simulation results at different process corners: (a) gain (S21), dB; (b) noise figure (NF), dB;
(c) input return loss (S11), dB; and (d) output return loss (S22), dB.

The noise figure (NF) of the LNA must be below 3 dB within the desired frequency
range. Figure 12b depicts the NF at various corners, revealing an NF of 1.2 dB at the Typical
corner, 0.7 dB at the Fast corner, and 1.95 dB at the Slow corner for the desired frequency.
These results signify that the noise performance is excellent at the Fast corner.

In terms of the input return loss (S11), it is imperative that it remains below −10 dB at
the required frequency of operation. Figure 12c shows that S11 measures−13.3 dB at the
Typical corner, −14.5 dB at the Fast corner, and −12.1 dB at the Slow corner within the
desired frequency range. This indicates that S11 is particularly strong at the Fast corner
when compared to the SS and TT corners.

Similarly, the output return loss (S22) should also be less than −10 dB at the required
frequency of operation. As illustrated in Figure 12d, S22 is −13.1 dB at the Typical corner,
−14.8 dB at the Fast corner, and −11.3 dB at the Slow corner within the desired frequency
range. Additionally, the results suggest that the output return loss is nearly consistent
between the Typical and Fast corners.

The performance parameters such as gain, NF, input and output return loss, and
power dissipation at various process corners are analyzed and tabulated in Table 3.
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Table 3. Performance of the proposed LNA in normal, best, and worst cases at 5 GHz.

Parameter TT 27 ◦C FF 0 ◦C SS 80 ◦C

S11 (dB) −13.3 −14.5 −12.1
S22 (dB) −13.1 −14.8 −11.3
S21 (dB) 29.5 30.6 28.4
NF (dB) 1.2 0.7 1.9

Pdc (mW) 19.3 17.2 21.3

4.4. Performance Comparison of Proposed LNA with Existing State of Art

The performance of the proposed LNA is compared to that of several previously
reported differential LNAs designed for wireless applications, and the results are summa-
rized in Table 4. The proposed LNA achieves a gain of 29.5 dB, a noise figure of 1.2 dB, and
an IIP3 of 0.2 dBm, all while operating at a reduced supply voltage of 0.9 V. These results
outperform the reported works [6–8].

Table 4. Performance summary with existing state of the art LNAs.

State of the Art Freq
(GHz)

Tech
(µm)

S21
(dB)

NF
(dB)

Vdd
(V)

Pdc
(mW)

IIP3
(dBm) FoM Remarks

[6] 5.8 0.18 18.66 2.03 1.8 7.58 - 6.07 Low gain,
high NF

[7] 2.4 0.18 20.285 1 1.8 167.1 - 0.51 High power consumption
[8] 5.5 0.18 16.5 1.53 0.5 0.89 −17.2 0.67 Low gain, low IIP3

This work 5 0.18 29.5 * 1.2 0.9 19.3 0.2 24.26 High gain, low NF, and
better linearity

* with buffer.

It is noteworthy that the proposed LNA exhibits a Figure of Merit (FoM) of 24.26,
which is notably higher than in all the other reported works. The advantages brought by
the proposed design techniques, such as the body-biased differential architecture combined
with current reuse and capacitor cross-coupling, are evident, especially in achieving a
highly linear and low-power solution.

The Figure of Merit (FoM) is calculated using Equation (24):

FoM =
Gain(abs) ∗ I IP3(mW)

(NF)(abs) ∗ Pdc(mW)
(24)

4.5. Performance Comparison with Different NN Models

This section can be divided into two parts. Figure 10 illustrates the impact of tem-
perature on the S-parameters and noise figure (NF) for the frequency obtained from the
Cadence simulations. ANN models were constructed for the CMOS differential LNA with
2 input neurons, 25 hidden neurons, and 2 output neurons. These models were trained
using 750 datasets, employing 13 different neural network algorithms to identify high
efficiency and performance rates. The performance rate varied across the different neural
networks, and the best-performing neural network was subsequently analyzed.

Table 5 presents a performance comparison of the various neural networks developed
for the proposed CMOS differential LNA. ANN training was carried out using different
neural networks while keeping the number of hidden layers constant. It was observed
that PatternNet, FitNet, and CascadeForwardNet consistently achieved accuracy levels
exceeding 99% when utilizing 25 hidden neurons in the BR algorithm.

Table 6 displays the Mean Relative Error (MRE) and Root Mean Square Error (RMSE)
for various algorithms implemented with PatternNet. Based on the results obtained, the
PatternNet-BR algorithm exhibits a lower MRE, making it the preferred choice for our
LNA modeling.
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Table 5. Percentage accuracy obtained with different neural networks for the proposed LNA.

Algorithm PatternNet FitNet Cascade
ForwardNet

SCG 97.33 98 97.33
CGB 76 97 98
BFG 27 35 40
CGP 99.1 96 92.6
GDA 26.67 8.6 2
GDA 2 4 4
GDM 5.3 4 1.3
GDX 58.6 34 25.3
LM 3.3 4 5
CGF 82.6 86.67 93.33
OSS 29 77.3 86.67
RP 66.7 69.3 77.33
BR 99.34 98 99

Table 6. MRE and RMSE for different algorithms of PatternNet.

Algorithm Accuracy(%) MRE RMSE

SCG 97.33 2.67 1.63
CGB 76 24 4.90
BFG 27 73 8.54
CGP 99.1 0.9 0.95
GDA 26.67 73.33 8.56
GDA 2 98 9.90
GDM 5.3 94.7 9.73
GDX 58.6 41.4 6.43
LM 3.3 96.7 9.83
CGF 82.6 17.4 4.17
OSS 29 71 8.43
RP 66.7 33.3 5.77
BR 99.34 0.66 0.81

Table 7 presents the accuracy achieved using the BR algorithm with different neural
networks and various numbers of hidden layers, including 5, 10, 25, and 30 neurons. The
results indicate that an accuracy of over 99% was consistently achieved with the neural
networks with 25 to 30 neurons for the modeling of this LNA.

Table 7. Accuracy obtained for BR algorithm with different numbers of hidden neurons.

Hidden Neurons S21 NF

5 83.57 86.30
10 90.23 92.71
20 97.14 96.42

25–30 99.97 99.79

4.6. Performance Comparison between Cadence Simulation and Developed ANN Results

To account for temperature variations ranging from 0 ◦C to 80 ◦C, the LNA parameters
are compared between the results from the Cadence simulations and those from ANN.

Tables 8 and 9 provide sample training and testing data, along with the results obtained
from the Cadence simulations and ANN modeling. These tables illustrate that the S-
parameters and NF values for the proposed LNA are nearly identical to the results obtained
through the ANN modeling. Each sample number corresponds to a specific frequency (in
GHz) for a given temperature (in degrees).
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Table 8. Sample training data and the results obtained from Cadence and ANN.

Sample
No.

Cadence—S21
(Real

Values)

ANN—S21
(Predicted

Values)
MRE RMSE

Cadence—NF
(Real

Values)

ANN—NF
(Predicted

Values)
MRE RMSE

1 −18.1001 −17.9806 −0.1195 0.345688 3.71105 3.68656 0.02449 0.156493
2 −7.32325 −7.27491 −0.04834 0.219864 4.72765 4.69645 0.0312 0.176635
3 13.907 13.81521 0.09179 0.302969 0.85553 0.84988 0.00565 0.075166
4 31.16381 30.95813 0.20568 0.45352 0.92032 0.91425 0.00607 0.07791
5 10.4285 10.35967 0.06883 0.262355 2.97907 2.95941 0.01966 0.140214
6 8.28715 8.23246 0.05469 0.233859 4.23488 4.20693 0.02795 0.167183
7 −6.22354 −6.18246 −0.04108 0.202682 2.9065 2.88731 0.01919 0.138528
8 −7.25494 −7.20706 −0.04788 0.218815 2.0291 2.01571 0.01339 0.115715
9 4.95072 4.91804 0.03268 0.180776 2.96014 2.94061 0.01953 0.13975
10 34.69036 34.46141 0.22895 0.478487 0.63707 0.63287 0.0042 0.064807
11 8.71366 8.65615 0.05751 0.239812 2.17553 2.16117 0.01436 0.119833
12 0.79462 0.78938 0.00524 0.072388 6.59107 6.54757 0.0435 0.208567
13 −16.9761 −16.864 −0.1121 0.334813 7.08496 7.0382 0.04676 0.216241
14 2.83459 2.81588 0.01871 0.136785 1.40329 1.39403 0.00926 0.096229
15 5.60129 5.56432 0.03697 0.192276 1.1591 1.15145 0.00765 0.087464
16 31.96165 31.7507 0.21095 0.459293 2.06107 2.04747 0.0136 0.116619
17 16.14315 16.03661 0.10654 0.326405 1.73748 1.72601 0.01147 0.107098
18 −0.88958 −0.88371 −0.00587 0.076616 5.23356 5.19902 0.03454 0.185849
19 −16.8985 −16.787 −0.1115 0.333916 3.47562 3.45268 0.02294 0.15146
20 −6.08266 −6.04252 −0.04014 0.20035 4.49132 4.46167 0.02965 0.172192
21 15.62884 15.52568 0.10316 0.321185 0.81078 0.80543 0.00535 0.073144
22 33.539 33.31764 0.22136 0.470489 0.95501 0.9487 0.00631 0.079436
23 9.0474 8.98769 0.05971 0.244356 3.26576 3.24421 0.02155 0.146799
24 7.52286 7.47321 0.04965 0.222823 4.57863 4.54841 0.03022 0.173839
25 −5.25111 −5.21646 −0.03465 0.186145 2.68156 2.66386 0.0177 0.133041

Table 9. Sample testing data and the results obtained from Cadence and ANN.

Sample
No.

Cadence—S21
(Real

Values)

ANN—S21
(Predicted

Values)
MRE RMSE

Cadence—NF
(Real

Values)

ANN—NF
(Predicted

Values)
MRE RMSE

1 −5.99297 −5.95342 −0.03955 0.198872 1.89999 1.88745 0.01254 0.111982
2 6.57258 6.5292 0.04338 0.208279 2.80927 2.79073 0.01854 0.136162
3 32.24145 32.02865 0.2128 0.461303 0.663 0.65862 0.00438 0.066182
4 7.35635 7.30779 0.04856 0.220363 2.45318 2.43699 0.01619 0.12724
5 −0.01017 −0.0101 0.0001 0.008367 7.07881 7.03209 0.04672 0.216148
6 −15.7674 −15.6634 −0.104 0.32249 6.74143 6.69693 0.0445 0.21095
7 4.01011 3.98364 0.02647 0.162696 1.306 1.29738 0.00862 0.092844
8 7.37583 7.32715 0.04868 0.220635 1.09624 1.089 0.00724 0.085088
9 32.12838 31.91633 0.21205 0.460489 2.05571 2.04214 0.01357 0.11649
10 14.9347 14.83613 0.09857 0.313959 1.99324 1.98008 0.01316 0.114717

Figure 13 presents a comparison between the Cadence simulations and the results
generated through the ANN modeling for the CMOS differential LNA parameters. The
observation indicates that the results for the proposed LNA are almost identical.
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5. Performance Comparison with the Existing State of Art

Table 10 provides a performance comparison with the existing state of the art. It is
evident that the proposed LNAs are modeled using the MLPNN–BR algorithm, which
proves to be more robust than the standard back-propagation method. This algorithm
also demonstrates the ability to uncover potentially complex relationships, even when the
data are limited; requires less formal statistical training; reduces or eliminates the need for
extensive cross-validation; and prevents over-fitting. This comparison is made against the
reported works [37,38,44–46].

Table 10. Performance comparison with the existing state of the art.

State of the
Art

Algorithm
Used

Frequency
Parameters Considered

Error
Input Output

[37] M-MLPNN 4 GHz–6 GHz 12 5 --
[38] MLPNN 1 GHz–4 GHz - 2 0.005
[44] MLPNN -LM 100 MHz–8 GHz 4 10 --
[45] MLPNN-LM 300 MHz–18 GHz 4 10 --

[46] Surrogate
modeling 2 GHz–3 GHz 2 7 0.001

Proposed work MLPNN-BR 5 GHz 2 2 0.001

6. Conclusions

This paper introduces Artificial Neural Network (ANN) modeling of a proposed LNA,
which is a CMOS differential LNA designed to enhance gain, linearity, and power efficiency.
The adaptation of the capacitor cross-coupling technique involves the use of cross-coupling
capacitors alongside the gate inductor of the cascode device to resonate the nonlinear
component found in the CS stage while allowing the main transconductance to reach the
output. Gain is increased through the implementation of the CR and BB techniques, all
while maintaining a low power consumption. The proposed LNA achieves remarkable
results with a 29.5 dB gain, a 1.2 dB NF, and an IIP3 of 0.2 dBm, all with a reduced supply
voltage of 0.9 V.

It is evident that this LNA exhibits a high gain, a low NF, and excellent linearity at the
desired frequency, even with a reduced supply voltage. The modeling of the proposed LNA
using PatternNet BR reveals that the simulation results closely match those of the developed
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ANN. When compared with the Cadence simulation method, the proposed technique can
also provide precise circuit solutions. While simulation or measurement data may be used
for modeling, the proposed method’s advantages are more pronounced, especially in cases
where equivalent circuits for simulation are unavailable or when measurements are costly.
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Modern communication demands a low-profile, versatile antenna. In this paper, a low-profile antenna of size 38 × 40 × 0:787mm3

is proposed to reconfigure frequency and radiation pattern. The Rogers RT Duroid 5870 of dielectric constant 2.33 is used as a
substrate. Frequency reconfiguration is achieved by connecting patches of different lengths corresponding to the resonant
frequencies through three PIN diode switches. Switching on/off these three diodes results in frequency switching between four
distinct frequency bands. The Yagi-Uda principle is utilized to alter the radiation pattern. Simple parasitic elements are loaded
on either side of the radiating structure. Changing the electrical lengths of the parasitic elements using PIN diode switches
facilitates pattern reconfiguration by making them behave as a reflector/director. The presented structure resonates at four
distinct frequencies (5.3 GHz/3.82GHz/2.77GHz/2.2 GHz) with a maximum of three beam tilt angles for each resonating
frequency. SMP1345-079LF PIN diode is used for switching operation. Biasing circuit has been designed to ensure RF and DC
isolation. The proposed antenna offers acceptable radiation performance in all the switching states. The average measured
gains are 2.43 dBi, 2.42 dBi, 3.5 dBi, and 3.29 dBi at 5.3GHz, 3.82GHz, 2.77GHz, and 2.2GHz, respectively. On an average, the
proposed antenna exhibits the simulated efficiency of 81%. The proposed antenna is suitable for 5G communication as its
bandwidth covers band 1, band 7, band 46, and band 77 of the 5G new radio (NR) standard. Fabrication and testing are done
to validate the results.

1. Introduction

The integration of several applications into one device is
necessary for contemporary wireless communication sys-
tems. To accomplish this, the system can either employ a
single antenna with many functionalities or incorporate
multiple antennas inside the device. The use of several
antennas in a single system to support multiple applications
is not a viable solution. Multiple antennas in a single system
require more area to deploy, interfere with one another, have
more installation costs, and have more complicated hard-
ware platforms. Reconfigurable antennas are one of the
potential methods for addressing the above-stated require-
ments [1]. The need for reconfigurable antennas is further
driven by the demand for wireless communication systems
that require antennas to adapt to changing operational

conditions. Reconfigurable antennas can provide frequency
agility, beam steering, polarization control, multimode opera-
tion, and miniaturization, making them a critical component
of modern wireless communication systems. Reconfiguration
can be achieved through electrical switches/mechanical
switches/optical switches/reconfigurable materials/structural
alterations [2]. The majority of research on reconfigurable
antennas concentrated on a single reconfiguration like either
frequency or pattern or polarization.

Reconfigurable antennas can be designed to operate over a
range of frequencies, allowing them to adapt to changing fre-
quency bands in wireless communication systems. This can
be particularly important in situations where frequency alloca-
tion is limited or when sharing of frequency bands is required.
Spectrum can be effectively used with frequency reconfigur-
able antennas. A compact antenna that can switch frequencies
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among thirty-six different states with a stable radiation pattern
is presented in [3]. Six-pin diodes are loaded along the non-
radiating edges of the patch. By connecting the ground plane
and non-radiating edges of the patch with PIN diodes, the
operating frequency can be altered. In [4], two PIN diodes
are positioned in the feed line to switch between the wideband
and triband modes of operation. [5] suggests an E-shaped
antenna design reconfigure between six operating frequencies.
The transmission line model theory is applied to compute the
antenna’s effective length. Two PIN diodes are employed to
achieve frequency reconfiguration. Conformal antennas may
be a preferable option for many practical applications. The
conformal antenna’s relevance in modern applications is
enhanced by including reconfigurability. A flexible CPW-fed
frequency agile antenna has been proposed in [6]. Switching
on/off the PIN diode located in its structure changes its reso-
nant length and offers reconfiguration between five distinct
frequencies.

Pattern reconfiguration allows the antenna to direct the
radiation pattern towards a specific location or direction. This
can be particularly important in situations where there are mul-
tiple signal sources or when the antenna needs to track a mov-
ing target. By changing the radiation pattern, the antenna can
avoid or reduce the interference caused by unwanted signal
sources. Antennas loaded with parasitic elements follow the
Yagi-Uda principle to realize pattern reconfiguration [7–10].
Four folded monopoles are positioned along the +X, −X, +Y,
and −Y directions, respectively. Then, the monopoles are con-
nected to the main radiator positioned in the center via PIN
diode switches.When any of the foldedmonopoles is connected
to the main antenna, it behaves as a director, and the remaining
three behave as a reflector. Using this way, the radiation pattern
is deflected in four different directions [8]. Stubs loaded on the
ground plane performs as a reflector or director to alter the radi-
ation pattern par with the switching state [9]. In [11], pattern
reconfiguration is accomplished by placing the switchable para-
sitic strip between the reflector and the monopole antenna. Pat-
tern reconfiguration can also be accomplished through single to
multiple excitations in an antenna design [12]. The radiation
pattern can be continuously steered in different directions by
mechanically rotating a semicircular metasurface disk over the
circular patch antenna [13].

Incorporating hybrid reconfiguration capability in a sin-
gle radiating structure satisfies the need for a contemporary
communication system. Pattern and frequency reconfigur-
able antennas have a wide range of applications in wireless
communication systems, radar systems, military and
defense, medical imaging, and IoT applications. These
antennas can provide better signal quality, coverage, and
imaging resolution and adapt to changing operational con-
ditions. In recent years, notable works have contributed
towards compound reconfiguration like a combination of
frequency, polarization, and pattern reconfiguration. Incor-
poration of pattern agility in frequency reconfigurable
antennas improves the performance of wireless systems by
reducing source noise, enhancing security, and conserving
energy by directing the signal in the intended direction
[14]. In 5G networks, there is a growing demand for pattern
and frequency reconfigurable antennas (PFRA). These

antennas can provide directional radiation patterns that
can be dynamically adjusted to suit the changing require-
ments of the network. Further, it can be designed to operate
on multiple frequency bands, allowing them to switch
between different frequency bands to avoid interference.
Overall, designing a compact, highly efficient PFRA can offer
a significant advantage in 5G networks by providing the flex-
ibility, adaptability, and efficiency required to support the
diverse range of applications and services that will be
enabled by this technology. Several frequencies and pattern
reconfigurable antennas are discussed in the literature. Most
reconfigurable antennas use a rectangular patch as their
basic structure. The impact of biasing lines in resonating fre-
quency is inhibited by positioning them away from the
antenna [15]. Four PIN diodes positioned along the two hor-
izontal slits of a rectangular patch perform frequency recon-
figuration and pattern reconfiguration [16].

The work presented in [17] utilizes four metallic strips of
different lengths and four PIN diodes to perform pattern
and frequency reconfiguration. Wideband operation in such
antennas can be achieved by utilizing a symmetrical structure
[18]. In [19], a modified rectangular patch with a single PIN
diode is reported to perform frequency reconfiguration. Here,
the stubs loaded on either side of the ground plane change the
ground current and steer the beam direction based on the
switching states. Parasitic patches and twelve PIN diodes are
utilized to reconfigure the pattern and frequency presented
in [20]. To perform pattern reconfiguration, a planar Yagi-
Uda antenna on a coplanar structure is proposed in [21].
Two parasitic strips along with switches are loaded on the back
side of the designed coplanar structure. Depending on the
switching states, these parasitic strips either function as a
reflector or a director. However, the majority of the reported
compound reconfigurable antennas have relatively large sizes
and utilize a greater number of actuators, complex biasing cir-
cuitry design, and limited operating bands.

Sub-6GHz frequencies, which are typically in the fre-
quency range between 600MHz and 6GHz, are used in 5G
applications to provide large area coverage and high data
rates. Band 1 (2.11-2.17GHz), band 7 (2.62-2.69GHz), band
46 (5.15-5.925GHz), and band 77 (3.3-4.2GHz) are some of
the most widely used 5G new radio (NR) frequency bands.
The proposed work is inspired and motivated by research
challenges in the 5G network. This work focuses on the cre-
ation of a compact compound-reconfigurable antenna oper-
ating in the above-listed bands of 5G application. The
following are the major contributions of this proposed work.

(i) Design of a low-profile novel structure to reconfig-
ure frequency and radiation pattern

(ii) Design of biasing circuit to ensure RF and DC
isolation

(iii) Implementation of frequency reconfiguration by
connecting patches of different lengths through
PIN diode switches

(iv) Pattern modification using the Yagi-Uda principle
is available in the literature. In most of the works,
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the pattern is changed by loading inverted L-shaped
parasitic strips or dumbbell-shaped parasitic strips
to the other side of the radiating element. In this
work, simple parasitic strips are positioned along
the radiating elements, and fewer diodes are utilized
to realize pattern reconfiguration without altering
the resonant frequency

The design evolution of the proposed antenna is pre-
sented in Section 2 of this research article. The findings of
the simulation, measurement, and the proposed work’s
comparison with the existing state-of-the-art in literature
are discussed in Section 3. The proposed work is concluded
in Section 4.

2. Antenna Design

The proposed compound reconfigurable antenna printed
on a substrate Rogers RT Duroid of dielectric constant
2.33 and thickness of 0.787mm is depicted in Figure 1.
The overall size of the presented microstrip-fed structure
is 38 × 40 × 0:787mm3. The effective resonant lengths (Lf r

)
of the radiating elements are calculated using (1) and (2) [22].

Lf r
=

c
4f r

ffiffiffiffiffiffi

εeff
p , ð1Þ

εeff =
εr + 1
2

+
εr − 1
2

1 + 12
w
h

� �� �−0:5
, ð2Þ

where εeff denotes an effective dielectric constant, f r represents
resonating frequency, c indicates free space velocity, εr denotes
the dielectric constant, and w and h indicate the width and
thickness of the trace and the substrate, respectively.

For frequency reconfiguration, three radiating patches of
different resonant lengths are designed and linked to the
main radiator (P1) through three PIN diode switches (D1,
D2, and D3). Pattern reconfiguration is accomplished based
on the Yagi-Uda principle. Parasitic elements are loaded on
either side of the radiating elements. PIN diodes D4 and D5
are loaded along the respective parasitic elements to perform
pattern reconfiguration. The proposed compound reconfi-
gurable antenna’s design evolution is shown in Figure 2.

2.1. Frequency Reconfiguration. The first step in the pro-
posed structure’s evolution is the design of the main radia-
tor. The main radiator resonating at 5.2GHz is achieved by
modifying its effective resonant length through structural
alteration. The calculated effective resonant length of the
main radiating element (P1) is optimized to 5.6mm. Further,
the partial ground plane’s length (Lg) is varied and analyzed
through parametric analysis as depicted in Figure 3. At Lg
= 8:2mm, good impedance matching is observed for
5.2GHz. The effective resonant length to have resonance at
3.8GHz is calculated and optimized to 10.4mm by connect-
ing a patch (P2) of length 3.1mm to the main radiator (P1)
via PIN diode switch D1 (ON) (step 2 of Figure 2).

To provide proper biasing of the PIN diode, two RF
choke inductors (to block the RF signal and pass the DC sig-
nal) and a DC block capacitor (to prevent the DC signal

from interfering with the RF signal) are utilized. A slit has
been made in the main radiator, and the capacitor is posi-
tioned along the slit rather than being given a separate space.
To connect the RF choke inductors to the power supply, DC
biasing lines/DC biasing patches have been designed and
placed close to the radiating element as shown in step 3 of
Figure 2. The dimensions of the DC biasing patch are chosen
such that the performance of the antenna is not disrupted.
Moreover, Figure 4 projects that the inclusion of biasing cir-
cuit for D1 does not have a significant impact on the pro-
posed antenna’s performance.

Switching on/off the diode D1 switches its operating fre-
quency between 5.2GHz and 3.8GHz. In step 4, a patch (P3)
of a length of 3.85mm is connected to the P2 through D2.
Switching on the diodes D1 and D2 increases the effective res-
onant length to 15.95mm resulting in resonance at 2.9GHz.
To further achieve resonance at 2.1GHz, a patch (P4) of length
9.5mm is connected to P3 via D3 (on) (step 6 of Figure 2).
However, the design offers dual resonance at 2.47 and
5.69GHz. Hence, the shape of P4 is modified to achieve the
desired single resonance. Modified P4 structure (step 7 of
Figure 2) offers return loss below -10dB at 2.17GHz. The
required biasing for D2 and D3 has been included, as specified
in step 3, and it is shown in steps 5 and 8 of Figure 2.

2.2. Pattern Reconfiguration. The final step in the proposed
design is aimed at pattern reconfiguration. Parasitic ele-
ments can be used for pattern reconfiguration by adjusting
the length, distance, and orientation of the parasitic element
relative to the main antenna element. This will change the
phase and amplitude of the signal at different points in the
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Figure 1: Proposed compound reconfigurable antenna - geometry
(parameters: Ls = 38mm, Ws = 40mm, Lg = 8:2mm, Lf = 10mm,
Wf = 2:356mm, La = 5:6mm, Lb = 3:1mm, Lc = 3:85mm, Ld = 4
mm, Le = 5:5mm, Wa = 2mm, Wc = 5mm, We = 4:5mm, Lp =
16:6mm, Lq = 13:5mm, Tp = 0:5mm, Lx = 1mm, Wx = 10mm,
Gp = 16mm, Ly = 2mm, h = 0:787mm).
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antenna, which will in turn change the radiation pattern.
Two parallel parasitic elements of width 0.5mm and length
31.8mm are loaded to the sides of the designed antenna.
These elements act as a reflector/director, and two PIN diode
switches (D4 and D5) are positioned along the length of the
two parasitic elements to facilitate pattern reconfiguration.
Henceforth, the proposed structure can reconfigure fre-
quency and pattern as well.

The radiation property is significantly impacted by the
coupling length (Ly) between the parasitic element and the
ground plane. The coupling length and the distance between
the main radiator and parasitic elements (Gp) are obtained
by performing a parametric sweep. Figures 5 and 6 present
the parametric analysis of Ly and Gp, respectively. The
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Figure 2: Proposed structure—design evolution.
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designed antenna is analyzed for Ly = 0:25mm to 2.5mm
and Gp = 2mm to 16mm in case I-S4. The simulation
reveals that the additional resonance is observed at
1.8GHz in the simulated range excluding the value of Ly =
2mm. At Ly = 2mm, the additional resonance is nullified,
and the resonance is observed at the intended resonating fre-
quency of 2.17GHz. At Gp = 16mm, only the intended res-
onance is observed. Hence, the coupling length and the
space between the radiating and parasitic elements are final-
ized as 2mm and 16mm, respectively.

To perform the switching operation, the SMP1345-079 LF
PIN diode is used. It offers high-speed switching and is suitable
for switch applications from 10MHz to 6GHz. The on state
equivalent circuit of this diode is achieved by connecting R =
1:5Ω in series with L = 0:7nH. The off state equivalent circuit
of this diode is achieved by connecting the parallel combination
of R = 1000Ω and C = 0:18pF in series with L = 0:7nH. Since
the design involves PIN diodes for switching operation, a bias-
ing circuit has been designed for proper excitation of the
switches. The space for placement of PIN diode switches, capac-
itors, and inductors is decided as per data sheets.

3. Results and Discussion

The proposed antenna is analyzed for three cases. In case I,
both D4 and D5 are in the OFF state. D4 is off and D5 is

on for case II. D4 is on, and D5 is off in case III. Each of
the cases is analyzed for four switching states: switching state
1 (S1)—(D1-off, D2-off, and D3-off), switching state 2
(S2)—(D1-on, D2-off, and D3-off), switching state 3
(S3)—(D1-on, D2-on, and D3-off), and switching state 4
(S4)—(D1-on, D2-on, and D3-on). Frequency and pattern
reconfigurability are observed through the comparative anal-
ysis of case II and case III concerning case I.

3.1. Case I: Frequency Reconfigurability Mode. In case I, the
switching state 1 exhibits resonance at 5.2GHz (4.71-
5.84GHz). Switching on D1 (case I-S2) connects P1 and P2
. This lengthens the current distribution and shifts the reso-
nating frequency to 3.8GHz (3.44-4.17GHz). Case I-S3
mode increases the length further by turning ON D2. In this
mode, the proposed antenna resonates at 2.9GHz (2.61-
3.13GHz). In case I-S4 mode, resonance is observed at
2.17GHz (2.08-2.27GHz).

3.2. Cases II and III: Frequency and Pattern Reconfigurability
Mode. Frequency and pattern reconfigurability are seen in
cases II and III. The switching states S1, S2, S3, and S4 are
analyzed for the abovementioned cases. The observed reso-
nant frequencies for case II and case III’s S1 are like the case
I-S1 (5.2GHz). In case I-S1, the main beam direction in the
x-z plane is along -970. Now, in case II-S1, switching off D4
makes the left parasitic element (−x direction) behave as a
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director, and switching on D5 makes the right parasitic ele-
ment (+x direction) behave as a reflector. As a result, the
main lobe direction is changed to -1640 (−x direction).
Whereas in case III-S1, switching on and off the D4 and
D5 makes the left parasitic element (−x direction) function
as a reflector and the right parasitic element (+x direction)
as a director, respectively. This shifts the main lobe direction
to +1640 (+x direction). Hence, the radiation pattern of the
designed antenna is reconfigurable.

Similarly, frequency and pattern reconfiguration are
observed for all the remaining switching states of case II
and case III. In case II, the main lobe direction in the x-z
plane (phi = 00) is -900 at 3.8GHz, -1000 at 2.9GHz, and
2.17GHz. Whereas +900, +1000, and +1000 are observed
for case III at 3.8GHz, 2.9GHz, and 2.17GHz, respectively.
This implies that the switching state of D4 and D5 switches
the radiation pattern without altering the resonating fre-
quencies of the radiating structure.

The proposed antenna is fabricated, and its measure-
ment setup is depicted in Figure 7. The front and back views
of the fabricated antenna are shown in Figures 7(a) and 7(b).
The vector network analyzer (VNA) measurement setup for
return loss measurement is seen in Figure 7(c). It is noted
that the biasing lines are connected to the power supply
for switching on/off the PIN diodes. Gain and pattern mea-
surements are done using anechoic chamber measurement
as depicted in Figure 7(d).

The measured results of all three cases are summarized
in Figure 8 and are discussed as follows. Figure 9(a) presents
an S11 comparison of the simulated and measured results for
case I, whereas Figure 9(b) projects an S11 comparison of the
simulated and measured results for case II and case III.
Depending on the states of D1-D3, the design reconfigures
to 5.3GHz, 3.82GHz, 2.77GHz, and 2.2GHz. When com-
paring the measured results with the simulation findings,
slight variations in the resonant frequencies are observed
due to the presence of biasing wires in the measurement
setup. In case I, the bandwidths obtained at 5.3GHz,
3.82GHz, 2.77GHz, and 2.2GHz are 1225MHz (5-
6.225GHz), 300MHz (3.67–3.97GHz), 900MHz (2.625–
3.525GHz), and 335MHz (2.09–2.425GHz), respectively.
In both case II and case III, 850MHz (5-5.85GHz),
425MHz (3.675–4.1GHz), 545MHz (2.625–3.17GHz), and
321MHz (2.09–2.411GHz) are the bandwidths obtained at
5.3GHz, 3.82GHz, 2.77GHz, and 2.2GHz, respectively.
Figure 9(c) projects the average gain and efficiency of the
proposed antenna. The average measured gain of 2.43 dBi,
2.42 dBi, 3.5 dBi, and 3.29 dBi is observed at 5.3GHz,
3.82GHz, 2.77GHz, and 2.2GHz, respectively. On average,
a radiation efficiency of around 81% is obtained for the sim-
ulated antenna design. Further, the functionality of the pro-
posed design is analyzed w.r.t their radiation pattern and
surface current distribution.

xIn Figure 10, the simulated radiation pattern (black
dotted line) in the x-z plane (phi = 00) is compared with
the measured radiation pattern (red solid line). The red solid
arrow mark in all the switching cases indicates the main
lobe’s direction. The patterns in Figure 10 are used to iden-
tify the directionality and the direction of the main lobe

under different switching conditions. Changing the states
of D4 and D5 reconfigures the radiation pattern from bidi-
rectional to unidirectional at 5.3GHz and omnidirectional
to unidirectional at 3.82GHz, 2.77GHz, and 2.2GHz. In
case I-S1, the direction of the main lobe is -970. It is tilted
to -1650 and +1650 in case II-S1 and case III-S1, respectively.
Henceforth, at 5.3GHz, the beam steering angles are –680

and +2620. In case I-S2, the main lobe direction is +1150.
This direction is changed to -930 and +930 in case II-S2
and case III-S2, respectively. The observed beam steering
angles at 3.82GHz are +1520 and –220.

The main lobe oriented towards +1800 in case I-S3 has
been shifted to -1050 in case II-S3 and +1050 in case III of
S3. Hence, the beam steering angles of ±750 are obtained
at 2.77GHz. The same has been observed for switching
state 4, and the corresponding beam steering angles at
2.2GHz are ±750. In frequency and pattern reconfigura-
tion, reconfiguring the frequency should not affect the
radiation pattern and vice versa. It is observed that the
beam steering angles at 2.77GHz and 2.2GHz remain
the same. However, it differs at 5.3GHz and 3.82GHz.
The presence of bias lines will have an impact on the
antenna’s radiation pattern. This will occur due to the
coupling between bias lines and the radiating elements.
To minimize this impact, the placement and orientation
of bias lines are done carefully within the antenna struc-
ture. However, distortion in the pattern reduced realized
gain, and shift in the resonant frequencies is seen in the
measured results. Creating vias in the required biasing
positions will make the bias lines move to the other side
of the radiating elements. This technique can be used in
future work to lessen the effects of bias lines.

Figure 11 illustrates the surface current distribution.
According to the switching condition, a high surface current
distribution is seen at the radiating structures. It is observed
that the high current distribution in the main radiator and
the feed line for all three cases in switching state 1 offers res-
onance at 5.2GHz. In addition to that, during all the three
cases, a high current density noted in the P2 (during switch-
ing state 2),P3 (during switching state 3), and P4 (during
switching state 4) contributed to resonance at 3.8GHz,
2.9GHz, and 2.17GHz, respectively. Further, for all the
switching states in case I, the current density is minimal in
the parasitic elements.

The surface current on the reflector may be relatively low
compared to other elements in the antenna. This is because
the reflector’s primary function is to reflect and redirect
energy from the radiating element, rather than directly radi-
ating energy itself. The director in the antenna is used to
focus the energy on a particular direction. Hence, the surface
current on the directors is typically higher than the surface
current on the reflector or driven element. In case II, the
high surface current is noted along the left parasitic element,
and the low surface current is observed along the right par-
asitic element for all the switching states. Hence, the left par-
asitic element acts as a director and the right parasitic
element acts as a reflector in all the switching states of case
II, whereas the vice versa is observed for all the switching
states in case III.
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The performance comparison summarized in Table 1
reveals that the presented work offers a low-profile, compact
structure on comparing with [1, 16, 18, 20, 23, 24, 26–28].
The presented work requires fewer switches than [25, 28].

Using five switches, the suggested work operates at more
operating bands than [1, 29]. This work has reduced design
complexity by eliminating the separate layer for the biasing
circuit as in [19, 20, 22].

(a) (b)

(c) (d)

Figure 7: Measurement setup of fabricated antenna. (a) Top view, (b) rear view, (c) VNA testing, and (d) anechoic chamber measurement.

Switching conditions responsible for only frequency reconfiguration
Switching conditions responsible for only pattern reconfiguration

Switching condition Frequency
(GHz) 

S11
(dB)

Gain
(dBi)

Bandwidth
(MHz)

Main Lobe
Direction
(phi = 00)

Beam
Steering
Angle D1 D2 D3 D4 D5

Case I - S1 OFF OFF OFF OFF OFF
OFF OFF OFF OFF

ON ON OFF OFF OFF
ON ON ON OFF OFF

OFF OFF OFF OFF ON
OFF OFF OFF ON OFF
ON OFF OFF OFF ON
ON OFF OFF ON OFF
ON ON OFF OFF ON

ON ON OFF ON OFF
ON ON ON OFF ON
ON ON ON ON OFF

−15.56 2.24 1225 −970 00

Case I - S2 ON −12.18 2.38 300 +1150 00

Case I - S3 −19.38 3.72 900 +1800 00

Case I - S4 −12.11 3.19 335 +1800 00

Case II - S1 −15.8 2.58 850 −1650 −680

Case III - S1 −15.8 2.48 850 +1650 +2620

Case II - S2 −13.22 2.45 425 −930 +1520

Case III - S2 −13.21 2.42 425 +930 −220

Case II - S3 −19.09 3.35 545 −1050 +750

Case III - S3 −19.07 3.33 545 +1050 −750

Case II - S4 −12.09 3.34 321 −1050 +750

Case III - S4 −12.12 3.35 321 +1050 −750

5.3

3.82
2.77

2.2

5.3

3.82

2.77

2.2

Figure 8: Measured results of proposed compound reconfigurable antenna.
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Figure 9: Results: (a) case I—return loss, (b) cases II and III—return loss, and (c) gain and efficiency.
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Figure 10: Radiation pattern (phi = 00) (x-z plane) (simulated result—black dotted line, measured result-red solid line).
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4. Conclusion

A compact antenna that can reconfigure quadband and radi-
ation pattern is reported in this article. The proposed
antenna can reconfigure to 5.3GHz, 3.82GHz, 2.77GHz,
and 2.2GHz. At each operating frequency, the antenna can
steer its main lobe into three different directions. In all the
resonating frequencies, acceptable gains are realized. The
presented design reduces structural complexity by utilizing
fewer diodes and simple biasing circuits. The antenna per-
forms well with an average efficiency of 85%, 75%, 73%,
and 91% at 5.3GHz, 3.82GHz, 2.77GHz, and 2.2GHz,
respectively. The proposed antenna covers band 1, band 7,
band 46, and band 77 of the 5G new radio (NR) standard.

These bands are some of the most widely used 5G NR fre-
quency bands. Hence, the proposed antenna is suitable for
5G applications in the sub-6GHz frequency range.

Data Availability

The data used to support the findings of this study are
included within the article.
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Figure 11: Simulated result—surface current distribution.

Table 1: Proposed work vs. existing frequency and pattern reconfigurable antennas.

Ref. no. Dimension (L ×W × h) (mm3)
No. of switches/means

of switching
Maximum number

of beams
No. of frequency

bands
Peak gain (dBi)

[1] 47 × 80 × 1:5 5/PIN 2 2 2.7/2.6

[16] 50 × 50 × 1:6 4/PIN 3 4 4/3.8/4.4/5

[18] 40 × 30 × 1:6 4/PIN 3 2 2.45/2.76

[20] 46 × 32 × 1:6 12/PIN 5 5 1.25/2.80/2.90/3.64/4.67

[23] 70 × 70 4/PIN 3 2 6.214/8.461

[24] 50 × 100 × 1:6 2/PIN 2 2 4.9/5.5

[25] 42 × 44 × 0:127 8/PIN 2 2 —

[26] 66:4 × 66:4 × 1:5 3/RF MEMS 2 4 —

[27] 120 × 120 × 7:362 -/PIN 3 2 8-9 dB/6-10.31 dB

[28] 112 × 52 × 0:508 18/NMOS transistors 8 2 3.8/8.3

[29] — 8/PIN 4 2 5.63/5.55

This work 38 × 40 × 0:787 5/PIN 3 4 2.43/2.42/3.5/3.29
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done to validate the results. The simulated findings and the measured results agree quite

well.
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EBG Integrated Metasurface Antenna for SAR Reduction

Kaliappan Kavitha*, Selva Vijay Gokul, Sivakumar Yazhini,
J. M. Kanaka Durga, and Raja Keerthana

Abstract—This research article presents an innovative design of a textile-based microstrip patch
antenna with a metasurface for medical applications. The antenna is designed to operate at a frequency
of 2.4GHz, which is the frequency of the Industrial, Scientific, and Medical (ISM) band, to minimize the
Specific Absorption Rate (SAR) in the human body. The design includes an Electromagnetic Band Gap
(EBG) that is placed above a metasurface, which is made up of a periodic array of I-shaped structures.
A foam layer is placed between the EBG and the antenna to improve performance. The use of textile-
based materials in the antenna allows for flexibility and comfort when it is mounted on the human body.
The integration of the metasurface in the antenna design allows for a more efficient transfer of energy
from the antenna to the surrounding tissue, resulting in a reduction in the amount of energy absorbed
by the body. The simulation of the antenna design is carried out using Computer Simulation Technology
(CST), which provides accurate results for the performance of the antenna. After the implementation
of the EBG array, the gain of the antenna is improved, resulting in better performance. The proposed
antenna design achieved a SAR value of 0.077W/kg over 1 gram of thigh tissue, which is well below
the safety limit set by the International Commission on Non-Ionizing Radiation Protection (ICNIRP).
This implies that the integrated design of the antenna can be safely used in medical applications.

1. INTRODUCTION

In recent times, textile-based patch antennas have become increasingly popular due to their light
weight, flexibility, and conformal nature [1]. They find applications in wearable technology, healthcare,
and communication systems. However, their low gain, efficiency, and narrow bandwidth limit their
use in practical applications [2]. To overcome these limitations, researchers have explored the use
of metasurfaces, which are artificial structures composed of subwavelength units that manipulate
electromagnetic waves’ behavior [3, 4]. An electromagnetic bandgap structure (EBG) has been designed
underneath the antenna to upgrade the antenna performance [5, 6]. This study will discuss the design
and simulation of a textile-based patch antenna with a metasurface (MS) and EBG structure.

Metamaterials are artificial materials where properties are not found in nature [7]. They are widely
studied in the field of antenna design as they possess the characteristics of manipulating electromagnetic
waves in unconventional ways. In recent days, metasurfaces have gained attention for their ability to
manipulate the reflection and transmission of electromagnetic waves with high efficiency and low losses.

Jiang et al. (2014) proposed a metasurface-enabled conformal antenna for WBAN devices [8].
Here, the antenna showed a reflector type of artificial magnetic conductor (AMC), a gain of 6.2 dBi,
and efficiency not available. The values of SAR were also analyzed and found to be 0.66W/kg over 1 g
of tissue. Wang et al. (2018), described a flexible antenna using metamaterial [9]. The antenna showed
a gain of 5.2 dBi. The efficiency of the designed antenna was reported to be around 61.3%. The SAR
values were found to be 2.48 (W/kg) below the safety limits set by the ICNIRP.
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Zhang et al.’s publication [10] (2020) presented a metasurface-based compact wearable antenna,
which exhibited a gain of 2.99 dBi and a 300MHz bandwidth. This design is particularly well-suited for
monitoring vital-sign data in health monitoring systems within the ISM band, and it could be used in
WBAN applications such as smart bracelets or watches. Purohit and Raval [11] analyzed a body worn
textile antenna that operated at 2.45GHz and used jeans as its substrate. The use of textile material
with a low dielectric constant (ranging from 1 to 2) helped to reduce surface wave losses and improved
antenna bandwidth. The designed antenna exhibited a gain of 7.2 dBi and a return loss of −32.57 dB.
Janapala et al. [12] presented a flexible antenna using polydimethylsiloxane with a leaf-like structure
covering the WLAN ISM band of 2.4GHz, integrated with a metasurface unit cell. The study reported
a SAR of 2.53W/kg for a tissue volume of 1 g.

Sheeba and Jayanthy [13] examined the use of several ISM band feeding strategies with a microstrip
antenna composed of lightweight substrates. The study involved comparing several parameters such as
return loss, dielectric constant, gain, and directivity. The research revealed that the impedance matching
for textile antennas is affected significantly by E-plane bending. Youssef et al. [14] developed a fully
fabricated I-shaped patch antenna that was integrated with a textile-based AMC employed in low SAR
wearable applications. By integrating an AMC array, the gain of the antenna was improved by 75%,
and a significant reduction in SAR was achieved. Iqbal and Kha [15] utilized methods such as Kramers-
Krong and Nicolson Rose Weir (NRW) to analyze metasurfaces and extract numerical parameters for
their application in antennas, specifically through unit cell design.

Agus et al. [17] illustrated a meta-wearable textile Multiple-Input and Multiple-Output (MIMO)
antenna using viscose-wool felt. The antenna design incorporated Reflecting and Electromagnetic Band
Gap (RIS and EBG) surfaces to improve gain and bandwidth. The SAR values for the antenna were
evaluated, and the results showed that they were within the permissible limits established by the ICNIRP
guidelines. To mitigate undesired surface waves, Althuwayb et al. created an EBG decoupling structure
that isolated the radiating elements [18]. The modifications made to the antenna design significantly
reduced the unwanted surface waves. The antenna also showed excellent wideband performance, with
a radiation efficiency of 80% and a gain of 9.50 dBi.

Kumar et al. [19] designed an antenna using a mushroom-type EBG to limit the surface waves of
the antenna by utilizing the band-stop frequency characteristic of EBG structures. Additionally, the
implementation of mushroom-type EBG structures results in a notable 5.9% increase in the antenna’s
bandwidth. In the study by Gnanagurunathan and Udofia [20], an EBG-enclosed patch antenna was
designed. Here the positioning of EBG cells contributed towards beamwidth increment, back lobe
reduction, and bidirectional radiation properties. The study also found that a back lobe reduction of
almost 100% can be achieved by offsetting the distance by 0.8mm. Finite-Difference Time-Domain
(FDTD) method was utilized to study how a wave source interacts with the human head. The
investigation was carried out, and the averaged SAR computed was 0.0143W/kg and 0.0153W/kg
for sagittal and coronal cases, respectively. In the sagittal incidence case, the tissue-averaged SARs
were found to be significantly higher than in the coronal case. The study by Akram and Jasmy [23]
revealed that the tissue-averaged SARs differed considerably while the head-averaged SARs were similar
for both cases at a frequency of 900MHz.

Gao et al. in 2018 proposed a wearable circular ring antenna for wireless communication
applications [24]. This antenna showed a gain of 3.5 dBi and a reflector type of EBG. The efficiency of the
antenna was reported to be around 55%. The SAR values of the antenna were also analyzed and found to
be 0.55W/kg below the safety limits set by the ICNIRP. Balaji Vignesh and Kavitha [25] explored fractal
antennas’ utility in meeting the demand for small, wideband, and multiband antennas across diverse
applications such as cellular phones, airplanes, spacecraft, and missiles. While these antennas offer
compact size and frequency versatility, they face limitations such as low gain and bandwidth. Fractal
geometry can mitigate these limitations by cutting slots, reducing the antenna’s metallic material, and
producing multiband or wideband capabilities. Moreover, it improves bandwidth, making it suitable
for ISM band and WLAN applications.

In contrast, our study delves into the design and analysis of metasurface reflectors with distinct
unit cell configurations to reduce SAR in wireless communication applications. Our proposed antennas
with 1 × 1, 2 × 2, and 3 × 3 metasurface reflectors succeed in lowering SAR in skin, muscle, and fat
tissues of different thicknesses while maintaining high antenna performance in directivity, efficiency,
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gain, and return loss. The results reveal the potential of metasurfaces for SAR reduction in wireless
communication systems.

The remainder of this paper is as follows. The antenna study analysis and design methodologies
are detailed in the first section of this paper. Section 2 presents a parametric investigation of antenna
dimensions of the proposed work. In Sections 3 and 4, the results acquired by the simulation and
measurement are discussed. The work’s conclusion is presented in the final section.

2. PROPOSED WORK

2.1. Antenna Design

The proposed antenna features a rectangular patch made of Textile Shield IT material with dimensions
53.5mm×57.5mm×0.17mm and a feed width of 6.67mm as displayed in Figure 1. The patch is placed
on a felt substrate with dimensions 67.33mm × 63.22mm × 1.5mm and a dielectric constant of 1.2.
The felt substrate is chosen for its compact and flexible textile material and is a high melt adhesive.
The ground plane is made of copper with dimensions 67.33mm × 63.22mm × 0.035mm. The antenna
resonates at 2.4GHz in the ISM band. The antenna design is simulated using CST software.

Figure 1. Textile-based rectangular patch antenna.

2.2. Metasurface Design

Metasurface antennas use metasurfaces to control and manipulate the behavior of electromagnetic
waves, achieving a high degree of control over the radiation pattern and polarization of the emitted
signal. While developing a metasurface, parameters like surface impedance and reflection coefficient
are taken into account. The reflection coefficient of a metasurface depends on the geometry, properties,
and arrangement of the resonant elements in the metasurface, as well as the polarization, angle, and
frequency of the incident wave. It can be calculated from Equation (1)

γ =
(Zl − Zs)

Zl + Zs
(1)

where zl = characteristic impedance of the feed line.
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The surface impedance Zs can be illustrated as the electromagnetic properties of patches given by
the Equation

Zs =
(Rs + jXs)

(w0 ∗ ε0 ∗ t)
(2)

where Rs = surface resistance of the metasurface, Xs = surface reactance of the metasurface, w0 =
angular frequency of the operating frequency, ε0 = permittivity of free space.

The radiation pattern of an antenna with the metasurface is derived from (3)

Eθ =
E0∗ cos ∅∗ cos θ∗ exp (−jkr)

r
(3)

where Eθ = magnitude of the electric field at the feed point, ∅ = azimuthal angle, θ = polar angle, k =
wave number, r = distance from the feed point.

To improve the antenna’s performance, metasurface unit cells made of textile Shield IT with
dimensions of 24.6mm × 24.6mm × 0.17mm are designed. The unit cells have an “I” shape with a
length of 20mm as displayed in Figure 2(a). The unit cells are arranged in a 2 × 2 and 3 × 3 array
configuration as shown in Figures 2(b) and 2(c), and the antenna’s performance is simulated. The
results are shown in Table 1.

(a) (b) (c)

Figure 2. (a) MS unit cell with (b) 2× 2 MS array, (c) 3× 3 MS array.

Figure 3. Textile-based rectangular patch antenna integrated with 3× 3 metasurface.
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Table 1. Simulation results of the antenna with metasurface.

Reflector type/

Radiation parameter
Return loss

Directivity

(in dBi)
VSWR

Gain

(in dBi)

Efficiency

(in %)

Antenna with

MS unit cell
−19.168 6.156 1.247 4.54 68.92

Antenna with 2× 2 MS −21.36 6.047 1.219 4.386 68.22

Antenna with 3× 3 MS −20.49 6.935 1.208 6.268 81.10

The designed antenna is integrated with the 3 × 3 metasurface consisting of I-shaped unit cells
as depicted in Figure 3. The obtained results are displayed in Figure 4. It is inferred that the design
obtains resonance at 2.4GHz with a −20 dB, as displayed in Figure 4.

The simulation results in Table 1 show that the antenna with a 3×3 array metasurface configuration
has the lowest return loss, highest directivity, gain, and efficiency.

2.3. Electromagnetic Band Gap Structure

EBG-based wearable antennas are similar to metasurface-based antennas in that they use an
electromagnetic bandgap structure to enhance antenna performance. However, EBG structures typically
consist of periodic metal or dielectric structures, while metasurfaces use sub-wavelength periodic
structures to manipulate the phase and amplitude of incident electromagnetic waves. One advantage
of EBG-based antennas is that they can provide improved isolation between antennas on a wearable

(a)

(b)
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(c)

Figure 4. Reflection coefficient (S11) of antenna with (a) metasurface unit cell, (b) 2× 2 metasurface
array, (c) 3× 3 metasurface array.

device [16]. This is because the EBG structure can suppress surface waves that can lead to crosstalk
between antennas. In contrast, metasurface-based antennas may not provide as much isolation between
antennas.

The structure of EBG displays a photonic bandgap, which is a range of frequencies or wavelengths
for which the propagation of electromagnetic waves is forbidden. This is due to the periodic nature of
the EBG structure. The bandgap frequency of the EBG structure can be derived from Equation (4)

fbg =
c

2
∗
√
εeff ∗

√
1 +

(
2π

d

)2

(4)

where d is the spacing between the EBG unit cells. When an incident wave with a frequency within the
bandgap is incident on the EBG structure, it is reflected with a phase shift determined by the equation
below.

φr = −2π ∗ fbg ∗
d

c
(5)

Figure 5 shows a typical EBG structure consists of a grounded dielectric substrate with a metallic
patch positioned on top. The patch is designed in the shape of a mushroom consisting of a stem and a
cap. The stem functions as a short circuit, whereas the cap functions as an open circuit. The capacitance

(a) (b) (c)

Figure 5. EBG unit cell. (a) Front view. (b) Side view. (c) Back view.
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and inductance values for EBG unit cell are calculated from (6)

C =
ε0 +A

d

L =
µ0 + h

A

(6)

where µ0 and ε0 are the permeability and permittivity of free space; A is the area of the EBG unit
cell; h is the height of the substrate; and d is the spacing between the EBG unit cells. Changes in
the dielectric constant of an EBG antenna affect the relationship between its inductor and capacitor,
altering the antenna’s impedance properties.

To make the EBG unit cell more compact, the series capacitance was increased. As a result, the
unit cell was altered from Equation (1) as derived in [16]. These components together generate a high-
impedance surface, which is capable of reflecting and suppressing undesired radiation. The equations
for the resonant frequencies of the EBG structure are f1 and f2 and are given by:

f1f2 =
1

2π
√

LR (CL + C)
,

1

2π
√
LLCR

(7)

The EBG mushroom design comprises a cylindrical-shaped via and a square patch that exhibits varying
transmission properties, which are influenced by factors including patch size, via diameter, unit element
spacing, substrate thickness, and substrate material. The patch is made of copper that has a thickness
of 0.035mm and is mounted on a material made of felt of 1.002mm thickness. The substrate used is
felt which is compact and flexible. The unit elements measure 23.60mm× 23.60mm with a 1mm gap
between each other, and features a via diameter of 1mm. A total of nine unit cells are arranged on the
substrate. The unit cells of the EBG are arranged in a 2 × 2 and 3 × 3 array configurations as shown
in Figure 6, and the plots for S-parameters are specified in Figure 9, respectively.

(a) (b)

Figure 6. Design of EBG unit cell with (a) 2× 2 EBG, (b) 3× 3 EBG.

Figure 6 shows the design of the EBG unit cell with 2× 2 and 3× 3 EBG configurations. Figure 7
shows a textile-based rectangular patch antenna integrated with a 3 × 3 EBG array. However, the
integrated antenna with only an EBG structure results in increased return loss, which causes degradation
in the antenna performance, as the acquired results seem inefficient [21]. To overcome this drawback,
a new pattern of the antenna is designed, combining the antenna with both metasurface and EBG
structures. This approach helps in arriving at the desired results of decreased return loss and SAR values
with improved gain. The antenna structure combining metasurface with EBG is shown in Figure 8.
Here, foam is positioned between the EBG and the antenna to absorb the excess heat radiated from the
antenna.

The antenna integrated with the MS and EBG unit cell has a gain of 4.62 dBi, while the antenna
with the 2 × 2 MS with EBG has a gain of 4.561 dBi. The antenna with 3 × 3 MS with EBG has the
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Figure 7. Textile-based rectangular patch antenna integrated with 3× 3 EBG.

Figure 8. Textile-based rectangular patch antenna integrated with 3 × 3 metasurface and EBG
structure.

highest gain of 6.375 dBi as shown in Figure 10(b). It can be inferred that the MS unit cell helps in
increasing the gain of the antenna, leading to better signal strength.

One of the main advantages of EBG-based wearable antennas is that they can effectively reduce
surface wave and backward radiation, which can improve the efficiency of the antenna as depicted in
Table 2, and the antenna gain is also enhanced comparatively.

Table 2. Radiation parameters of the antenna with metasurface and EBG and MS.

Reflector type/

Radiation parameter

Return

loss

Directivity

(in dBi)
VSWR

Gain

(in dBi)

Efficiency

(in %)

Antenna with

MS and EBG
−19.79 6.270 1.23 4.62 68.34

Antenna with 2× 2

MS and EBG
−19.55 6.206 1.235 4.561 68.47

Antenna with 3× 3

MS and EBG
−19.54 7.102 1.353 6.375 84.571
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(a)

(b)

(c)

Figure 9. Reflection coefficient (S11) of antenna with (a) EBG unit cell, (b) 2× 2 EBG array, (c) 3× 3
EBG array.
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(a) (b)

Figure 10. Radiation pattern of the antenna integrated with (a) MS, (b) EBG and MS.

3. INTEGRATED ANTENNA CONFIGURATION OVER HUMAN MODEL

In this paper, a flat multilayer phantom model is designed in CST, and the integrated patch antenna is
placed as shown in Figure 11. The goal of the integrated antenna is to make it applicable to wearable
technology.

(a) (b)

Figure 11. (a) Lateral-view of the integrated antenna over the phantom model. (b) Antenna integrated
over a three-layer phantom model.

As illustrated in Figure 11, a test setup has been arranged to measure its radiation on the human
thigh for evaluating SAR. To mimic the human tissue model, a three-layered model is utilized to support
the integrated antenna. This multi-layer model consists of fat, skin, and muscle [22]. A foam layer of
3mm separates the presented antenna from the EBG structure. The SAR result must be considered
to guarantee the antenna’s compatibility with wearable applications. The thickness of the model is
separated into 2mm of skin, 30mm of muscle, and 5–12.5mm of fat. The electrical and thermal
conductivity, density, metabolic rate of the human tissue layers are determined as listed in Table 3,
taking into account that the dielectric properties of human tissue vary with frequency.
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Table 3. Electromagnetic (EM) properties of the multilayer human tissue model.

Thigh

Tissue/EM

Properties

Dielectric

Constant

Density

(kg/m3)

Electrical

Conductivity

(S/m)

Thermal

Conductivity

(W/K/m)

Blood

Flow

(W/km
3
)

Metabolic

Rate

(W/m3)

Skin 69.45 1100 0.507 0.21 9100 2000

Fat 6.07 900 0.507 0.16 1700 300

Muscle 65.97 1080 0.708 0.42 2700 500

4. SAR EVALUATION

The measurement of SAR is crucial when researching the effects of body exposure to RF radiation.
SAR is used to determine the safety of exposure to radio frequency Electromagnetic Field (EMF), as
high levels of exposure can potentially cause harm to the body. Equation (8) defines the SAR, which
represents the amount of energy absorbed per unit of body tissue, expressed in watts per kilogram
(W/kg).

SAR =
σE2

ρ
(W/kg) (8)

The SAR calculation takes into account the root-mean-square electric field induced in the tissue (E,
measured in volts per meter), the tissue density (ρ, measured in kilograms per cubic meter), and the
tissue electrical conductivity (σ, measured in siemens per meter). The SAR value determines the
maximum allowable exposure to electromagnetic fields.

It is important to examine the value of SAR with MS and EBG to verify that the design adheres to
safety regulations. According to the safety limit established by the Federal Communications Commission
(FCC), the SAR value should be below 1.6W/kg over 1 gram of human tissue. To evaluate the antenna’s
safety, we calculated the specific absorption rate (SAR) values for various fat thicknesses (5mm to
12.5mm) using the Finite-Difference Time-Domain (FDTD) method [23]. The results are displayed in
Table 4 and Table 5. From the obtained results, it can be noticed that the value of SAR tends to be
reduced when an EBG structure is placed along with the metasurface as displayed in Figure 12.

From comparisons in Tables 4 and 5, it is observed that the SAR values determined for different
thicknesses of fat tissues of the thigh muscle are comparatively low for the antenna when connected

(a) (b)

Figure 12. Simulation of SAR levels over 10mm of fat for (a) metasurface, (b) MS integrated with
EBG.
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Table 4. SAR results for the designed antenna with different metasurface configurations.

Reflector

Type/Fat

thickness

5mm 6mm 7.5mm 8mm 9mm 10mm 11mm 12.5mm

Antenna with

MS unit cell
0.267 0.361 0.554 0.613 0.743 0.312 0.404 0.622

Antenna with

2× 2 MS
0.348 0.364 1.053 1.219 1.306 0.829 0.441 1.24

Antenna with

3× 3 MS
0.161 0.161 0.157 0.167 0.160 0.153 0.157 0.168

Table 5. SAR results for the designed antenna with different metasurface and EBG configurations.

Reflector

Type/Fat

thickness

5mm 6mm 7.5mm 8mm 9mm 10mm 11mm 12.5mm

Antenna with MS

unit cell and EBG
0.247 0.283 0.312 0.288 0.308 0.359 0.383 0.371

Antenna with

2× 2 MS and EBG
0.121 0.110 0.120 0.142 0.175 0.156 0.141 0.162

Antenna with

3× 3 MS and EBG
0.0776 0.109 0.0907 0.0872 0.248 0.098 0.103 0.0939

Table 6. Comparison between the designed antenna and other related works.

References

Antenna

physical

size

(mm2)

Substrate

type/

thickness

(mm)

Reflector

physical

size

(mm2)/

type

Gain

(dB)

Rad.

Efficiency

(%)

Max.

SAR

(W/kg)

over

1 g of

tissue

[8] 39× 30
Rogers

RO 3003/1.5
42× 62/AMC 6.2 NA 0.66

[9] 30× 25 Polyimide/0.05
74× 74/

Metasurface
5.2 61.3 2.48

[12] 50× 45 PDMS/3
24× 40/

Metasurface
2.88 68.06 1.52

[14] 35× 45 Felt/1.5 76× 76/AMC 6.57 84.26 0.05

[17] 110× 106
Viscose-wool

felt/3

190× 104/RIS

EBG
5.8 NA 0.37

[24] 30× 25 Felt/2 81× 81/EBG 3.5 55 0.55

Proposed

work
63× 67 Felt/1.5

76× 76/

Metasurface

with EBG

6.37 82.4 0.077
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structures of EBG and MS are synthesized than integration of the textile-based antenna with only
metasurface [24]. The extensive comparison of antenna parameters is shown in Table 6.

On comparing these results, it can be observed that the use of the MS unit cell along with EBG in
the textile-based patch antenna has led to significant improvements in the performance of the antenna
in terms of efficiency, gain, directivity, and voltage standing wave ratio (VSWR). Furthermore, the
specific absorption rate decreases by about 0.077W/kg for 1 g of thigh tissue. However, further research
is required to investigate the effects of the MS unit cell on other parameters such as bandwidth, radiation
efficiency, and polarization.

5. CONCLUSION

This paper demonstrates that the design of a textile-based microstrip patch antenna is suitable for
WBAN applications. The integration of metasurfaces with electromagnetic bandgap (EBG) beneath
the antenna has proven to be highly effective in decreasing specific absorption rate (SAR) values and
enhancing the efficiency and gain of the antenna in the ISM band frequency of 2.4GHz. Furthermore,
the effects of integrating metasurface and mushroom EBG structures for different thicknesses of fat have
been investigated. It has been verified that the Specific Absorption Rate of the proposed antenna does
not exceed the FCC limit of 1.6W/kg at its operating frequency. As the substrate is lightweight, flexible,
and soft, it makes the antenna easily wearable. Overall, the proposed work appears to advance the
current state-of-the-art antenna design by leveraging the unique properties of metasurfaces to improve
the performance of the antenna and minimize its impact on the human body. Overall, the innovative
design of the textile-based microstrip patch antenna with a metasurface, EBG, and foam layer can be
a promising solution for minimizing SAR in medical applications. The use of textile-based materials
and the integration of metasurface and EBG allows for a comfortable and efficient transfer of energy,
making it a suitable option for the use in medical applications.
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Abstract
A novel, high-gain reconfigurable antenna with a metasurface (MS) superstrate-based
configuration is proposed in this research article. The design utilizes a concentric
octagonal-shaped patch as a base antenna. Four SMP1345-079LF PIN diode switches are
incorporated in the base antenna to facilitate frequency reconfiguration. When all four of
the diodes are in OFF condition, the designed antenna resonates at 5.8 GHz. Switching ON
the diodes switches the resonating frequency to 5 GHz. A novel MS unit cell of shape like ‘8’
has been designed and analyzed. The designed unit cell exhibits properties of the
metamaterial in the operating frequencies. An MS superstrate of a 5 × 5 array has been
designed and connected to the base antenna through Teflon rods. Further, the proposed
reconfigurable antenna with MS has been analyzed for air and foam medium (medium
between antenna and superstrate). The proposed structure offers better performance for
the air medium with a gain enhancement of 4.23 dBi and 1.55 dBi at 5 GHz and 5.8 GHz
respectively. Fabrication and testing processes are undertaken to validate the proposed
antenna’s performance.
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spectrometer (ROSIS) data of the Pavia University site. The results witness the accuracy of

94.62% for the Indian pines dataset and 96.48% for University of Pavia dataset before

feature selection while only 5% of the samples in each class were used for training the 3D

DWT based GLCM features. After incorporating the Genetic Algorithm for selecting the

best features the accuracy is increased up to 97.67% for the Indian pines dataset and

97.99% for the University of Pavia dataset respectively, for the same 5% training samples.

The proposed method is compared with the other methods and found to be more efficient.
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Abstract. This research proposes a unique design that makes use of a defective microstrip 

topology to decrease electromagnetic coupling between parallel high speed interconnects. The 

performance of this new microstrip construction with defects is evaluated using near-end 

crosstalk and far-end crosstalk. Serpentine shaped defected microstrip is introduced in one 

parallel of high speed interconnects and its performance is also compared the existing structure. 

In this research, the proposed defected microstrip structure (DMS) is simulated and compared 

with a conventional microstrip structure using Ansoft HFSS software which employs the Finite 

Element Method (FEM). Simulation results indicate that the DMS design effectively reduces 

crosstalk in comparison to the previous structure. It reduces more than 5dB near end crosstalk 

and more than 3dB far end crosstalk compared to conventional model. 

1.  Introduction 

Nowadays, the demand for wireless devices are increasing rapidly since the growth of wireless 

communication and high speed data transmission increases simultaneously. These devices should have 

smaller in size and support high data rate. Therefore, it is necessary to accommodate more number of 

high speed interconnects with in a small feature size which lead to signal integrity problems. High speed 

interconnect is a conductive path between transmission end to receiving end which is used to carry the 

high speed signal. Generally, high speed interconnects are modeled as planar transmission lines like 

microstripline or stripline. Microstripline is generally preferred rather than stripline since low cost and 

ease of fabrication. In this research, the crosstalk is investigated by considering a duo of coupled 

microstrip transmission lines. Signal integrity is a measure of quality of signal at the receiver end. When 

the electrical signal on one transmission line is transferred to an adjacent line, it can cause a range of 

signal integrity issues. These signal integrity issues include crosstalk, electromagnetic emissions, 

propagation delay, impedance mismatch, and signal reflection. Crosstalk or coupling is a particularly 

significant signal integrity concern.  

Several scholars have published studies and papers detailing various methods for reducing crosstalk 

between adjacent transmission lines in high-speed printed circuit boards. The methods presented in 

literatures are increasing the distance between two lines placing guard trace between two lines, inserting 

via guard fence, altering the geometry of the microstripline like serpentine and mitered bend lines. 

However these methods have their own pros and cons. In the literature, authors [1] through [17] 
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examined numerous methods for reducing crosstalk on printed circuit boards. This proposal presents a 

defective microstrip design to decrease crosstalk. 

2.  Defected Microstrip Structure 

This research presents a novel approach to reduce crosstalk between high-speed interconnects through 

the use of a defected microstrip structure (DMS). The DMS is created by etching the microstrip in a 

specific shape that is tailored to the specific application at hand. The suggested DMS successfully lowers 

microwave emissions at particular frequencies and displays slow wave propagation characteristics. It 

offers higher effective inductance and electromagnetic interference noise immunity [1] [2]. When an 

etched microstrip is excited by a time varying electric field, the electromagnetic field will be 

concentrated around the conductor strip. A current distribution is disturbed by this structure. A DMS 

microstrip increases an electric length and also increases the effective inductance and capacitance [5]. 

 

Figure 1 shows a parallel microstrip line on a PCB in a non-uniform environment with the top metal 

layer exposed to air. The lines are parallel as they have the same width (W) throughout their length (L) 

and are separated by a distance S. The substrate dielectric constant is εr with height H. The thickness T 

mentioned in Figure 1 represents strip thickness.  The transmission characteristics are very much 

important as the PCB is the support for the whole system. Control of the transmission lines' electrical 

properties is essential for high-speed systems, especially when taking into account the requirements of 

new high-speed applications. It depends on the physical dimensions of the interconnects. 

 
Figure 1 (a). Parallel Microstriplines 

 

 
Figure 1(b). Equivalent circuit of Parallel Microstriplines 

 

The level of far-end crosstalk is determined by the mutual capacitive and inductive interactions 

between long lines. The voltages at the near-end and far-end are determined by these mutual interactions. 

The capacitive coupling ratio (Cm/CT) is the ratio of mutual capacitance (Cm) to total capacitance (CT), 

which is the sum of mutual capacitance (Cm) and self-capacitance (Cs). [4]. 

 
The equations for the voltage caused by crosstalk at both ends of the affected line are as follows. 
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where Vs is the signal source's input voltage. 

 

 Electromagnetic coupling is typically represented by near-end crosstalk (NEXT) and far-end 

crosstalk (FEXT). Crosstalk on the affected line at the end closest to the source is called NEXT, while 

crosstalk on the affected line at the end farthest away from the source is called FEXT. Additionally, 

FEXT is proportional to the length of the connected microstrip interconnects. Both mutual inductive and 

capacitive coupling are proportional to both NEXT and FEXT.[6] [7] 

 

The typical structure of a defective microstrip is shown in Figure 2. (DMS). The suggested DMS 

design is implemented on a 1.6mm thick and relative permittivity of 4.4, as illustrated in Figure 3. The 

suggested DMS structure, shown in Figure 4, is etched on parallel transmission lines, as shown in Figure 

3.  

 

                                            
 

Figure 2. Conventional DMS on Parallel Transmission lines 

 

                                                 
Figure 3. Proposed DMS on Parallel Transmission lines 
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Figure 4. a  Proposed DMS Structure 

 
Voltages can be induced on an adjacent line (the victim) when a signal flows on a neighboring line 

(the aggressor). This is known as crosstalk and can occur if the signals from the two lines mix. Crosstalk 

is categorized into two types: Far-end crosstalk (FEXT) and near-end crosstalk (NEXT), which occur at 

the far and near ends of the victim line, respectively. Figure 1(b) shows a circuit of two transmission 

lines with distributed self-capacitance (Cs), self-inductance (Ls), mutual capacitance (Cm), and mutual 

inductance (Lm). 

The proposed Meander DMS have 3-unit section, each unit section consists of two vertical segments 

and two horizontal segments, repeated along the length direction.  The equivalent circuit model of the 

proposed structure is given in Figure. 4 (b). The self-capacitance corresponds to the sum of Capacitance 

whereas self-inductance is the sum of Inductance. Compare with conventional structure Capacitive 

coupling is increased in the proposed structure due to the potential variation of the structure. It reduces 

the crosstalk as per the mathematical expressions (1) and (2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. b A diagram showing the circuit model for the proposed meander DMS structure is 

presented 

 

3.  Results and Discussion 

 

The performance of the proposed microstrip line interconnect architecture was analyzed using Ansoft 

HFSS across a frequency range of 0 to 12 GHz. The microstrip line had a length (L) of 8 mm and a 

width (W) of 3 mm. The two parallel lines were separated by 1mm, with dielectric constants of r=4.6 

and a 1.6 mm thickness of printed circuit board substrate. The serpentine defective microstrip structure 

had a length of 4mm. The proposed microstrip interconnect with serpentine defective microstrip 

structure was modified to optimize performance. The structures shown in Figures 2 and 3 were modeled 

using the HFSS simulation program and their dimensions are also provided. 
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Utilizing scattering measures like S13 and S14, where S13 stands for near-end crosstalk and S14 for 

far-end crosstalk, the performance of the structures is assessed. When signal is applied at port1, the 

crosstalk induced voltage is measured at port 3 and port 4 which are in the adjacent transmission line 

with DMS structure. 

 

 
Figure 5. Simulated Structure of Proposed DMS 

 

 
Figure 6. Comparison plot of Near end crosstalk for conventional and proposed DMS structure 

 

Figure 6 represents Near end crosstalk (S13) versus frequency for the conventional and proposed 

structure. The results show that the proposed DMS structure reduced more than 5dB near end crosstalk 

compared to conventional DMS structure. And also it indicates that it performed well compared to 

without DMS structure. The figure 7 illustrates the comparison of far-end crosstalk for the conventional 

and suggested DMS structures. 
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Figure 7. Comparison graph depicting the far-end crosstalk for both the conventional and proposed 

DMS structures 
 

 

 

Table 1 provides a summary of the crosstalk reduction performance of the traditional and proposed DMS 

structures. It illustrates that the suggested DMS design is more effective in reducing crosstalk when 

compared to the conventional structure, with a reduction of more than 5 dB in NEXT and 3 dB in FEXT. 

Table 1. Performance Comparison of conventional and 

proposed DMS structure. 

Structure S13 (dB) S14 (dB) 

Without DMS -19.44 -10.95 

Conventional -21.85 -11.98 

Proposed -26.04 -14.82 

 

4.  Conclusion  

This research introduces a new DMS design and evaluates its performance. The simulation of this 

structure is carried out using Ansoft HFSS software. Through an increase in capacitive coupling, the 

suggested DMS design successfully eliminates more than 3dB of FEXT and more than 5dB of NEXT. 

Reduced crosstalk is achieved with great efficiency by the suggested DMS structure. 
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Abstract
In recent years there has been a substantial growth in the usage of wireless gadgets in
various fields like mobile communication, health monitoring, warfare communications,
etc. However, the performance of the antenna is evaluated by the parameters like gain,
directivity and bandwidth, VSWR and is enhanced as a continuous process. But on the other
side, Specific Absorption Rate (SAR) is a parameter that is likely to be watched out for the
safety concern which should be as low as possible for any antenna to ensure the minimum
risk to human health. Many researchers have contributed an enormous amount of work to
the SAR reduction. From this perspective, this work proposes a brief survey on low SAR
antennas. An optimal low SAR antenna needs a perfect lossless impedance matching over a
lossy medium (human body) for the eradication of spurious surface waves. The
deployment of SAR reduction strategies, outcomes of the design, and open-end research
challenges with the relative results are addressed as a part of the survey. The core impulse
of this work is to induct the antenna designers to get indulged in designing low SAR
antenna with enhanced performance for several WBAN applications like health monitoring
and many more.

Keywords: artificial magnetic conductor; defected ground plane; electronic band gap; meta
structures; SAR reduction

Corresponding author: Vijay Gokul Selva Rajan, Department of Electronics and
Communication Engineering, Velammal College of Engineering and
Technology, Madurai, Tamil Nadu, India, E-mail: svgmdu@gmail.com

Author contribution: All the authors have accepted responsibility for the entire content of
this submitted manuscript and approved submission.

Vijay Gokul Selva Rajan  Kavitha Kaliappan Suresh Kumar Natarajan

511

https://www.degruyter.com/search?query=*&publisherFacet=De+Gruyter
https://www.degruyter.com/journal/key/freq/html
https://doi.org/10.1515/freq-2022-0297
https://www.degruyter.com/search?query=keywordValues%3A%28%22artificial%20magnetic%20conductor%22%29%20AND%20journalKey%3A%28%22FREQ%22%29&documentVisibility=all&documentTypeFacet=article
https://www.degruyter.com/search?query=keywordValues%3A%28%22defected%20ground%20plane%22%29%20AND%20journalKey%3A%28%22FREQ%22%29&documentVisibility=all&documentTypeFacet=article
https://www.degruyter.com/search?query=keywordValues%3A%28%22electronic%20band%20gap%22%29%20AND%20journalKey%3A%28%22FREQ%22%29&documentVisibility=all&documentTypeFacet=article
https://www.degruyter.com/search?query=keywordValues%3A%28%22meta%20structures%22%29%20AND%20journalKey%3A%28%22FREQ%22%29&documentVisibility=all&documentTypeFacet=article
https://www.degruyter.com/search?query=keywordValues%3A%28%22meta%20structures%22%29%20AND%20journalKey%3A%28%22FREQ%22%29&documentVisibility=all&documentTypeFacet=article
https://www.degruyter.com/search?query=keywordValues%3A%28%22SAR%20reduction%22%29%20AND%20journalKey%3A%28%22FREQ%22%29&documentVisibility=all&documentTypeFacet=article
mailto:svgmdu@gmail.com


Research funding: None declared.

Conflict of interest statement: The authors declare no conflicts of interest regarding this
article.

References
[1] R. Dasand and H. Yoo, “Application of a compact electromagnetic bandgap array in a
phone case for suppression of mobile phone radiation exposure,” IEEE Trans. Microw.
Theor. Tech., vol. 66, no. 5, pp. 2363–2372, 2018,
https://doi.org/10.1109/tmtt.2017.2786287 (https://doi.org/10.1109/tmtt.2017.2786287) .

[2] K.-H. Chan, R. Ikeuchi, and A. Hirata, “Effects of phase difference in dipole phased-
array antenna above EBG substrates on SAR,” IEEE Antenn. Wireless Propag. Lett., vol. 12,
pp. 579–582, 2013, https://doi.org/10.1109/lawp.2013.2260717
(https://doi.org/10.1109/lawp.2013.2260717) .

[3] H. Li, A. Tsiaras, and B. K. Lau, “Analysis and estimation of MIMO-SAR for multi-
antenna mobile handsets,” IEEE Trans. Antenn. Propag., vol. 65, no. 3, pp. 1522–1527,
2017, https://doi.org/10.1109/tap.2016.2647708 (https://doi.org/10.1109/tap.2016.2647708) .

[4] K. S. Sultan, H. H. Abdullah, E. A. Abdallah, and E. A. Hashish, “Low SAR,
miniaturized printed antenna for mobile, ISM, and WLAN services,” IEEE Antenn. Wireless
Propag. Lett., vol. 12, pp. 1106–1109, 2013, https://doi.org/10.1109/lawp.2013.2280955
(https://doi.org/10.1109/lawp.2013.2280955) .

[5] H. H. Zhang, G. G. Yu, Y. Liu, Y. X. Fang, G. Shi, and S. Wang, “Design of low-SAR
mobile phone antenna: theory and applications,” IEEE Trans. Antenn. Propag., vol. 69,
no. 2, pp. 698–707, 2021, https://doi.org/10.1109/tap.2020.3016420
(https://doi.org/10.1109/tap.2020.3016420) .

[6] B. Lu, B. Pang, W. Hu, and W. Jiang, “Low-SAR antenna design and implementation
for mobile phone applications,” IEEE Access, vol. 9, pp. 96444–96452, 2021,
https://doi.org/10.1109/access.2021.3093720 (https://doi.org/10.1109/access.2021.3093720) .

[7] J. Bangand and J. Choi, “A SAR reduced mm-wave beam-steerable array antenna
with dual-mode operation for fully metal-covered 5G cellular handsets,” IEEE Antenn.
Wireless Propag. Lett., vol. 17, no. 6, pp. 1118–1122, 2018,
https://doi.org/10.1109/lawp.2018.2836196 (https://doi.org/10.1109/lawp.2018.2836196) .

[8] Z.-Q. Xu, Q.-Q. Zhou, Y.-L. Ban, and S. S. Ang, “Hepta- band coupled-fed loop
antenna for LTE/WWAN unbroken metal-rimmed smart phone applications,” IEEE
Antenn. Wireless Propag. Lett., vol. 17, no. 2, pp. 311–314, 2018,
https://doi.org/10.1109/lawp.2017.2787863 (https://doi.org/10.1109/lawp.2017.2787863) .

[9] D. Huang, Z. w. Du, and Y. Wang, “A quad-antenna system for 4G/5G/GPS metal
frame mobile phones,” IEEE Antenn. Wireless Propag. Lett., vol. 18, no. 8, pp. 1586–1590,
2019, https://doi.org/10.1109/lawp.2019.2924322 (https://doi.org/10.1109/lawp.2019.2924322) .

512

https://doi.org/10.1109/tmtt.2017.2786287
https://doi.org/10.1109/lawp.2013.2260717
https://doi.org/10.1109/lawp.2013.2260717
https://doi.org/10.1109/tap.2016.2647708
https://doi.org/10.1109/lawp.2013.2280955
https://doi.org/10.1109/lawp.2013.2280955
https://doi.org/10.1109/tap.2020.3016420
https://doi.org/10.1109/tap.2020.3016420
https://doi.org/10.1109/access.2021.3093720
https://doi.org/10.1109/lawp.2018.2836196
https://doi.org/10.1109/lawp.2017.2787863
https://doi.org/10.1109/lawp.2019.2924322


[10] Y. Liu, J. Zhang, A. Ren, H. Wang, and C.-Y.-D. Sim, “TCM-based hepta-band
antenna with small clearance for metal-rimmed mobile phone applications,” IEEE Antenn.
Wireless Propag. Lett., vol. 18, no. 4, pp. 717–721, 2019,
https://doi.org/10.1109/lawp.2019.2901808 (https://doi.org/10.1109/lawp.2019.2901808) .

[11] H. Wang, “Analysis of electromagnetic energy absorption in the human body for
mobile terminals,” IEEE Open J. Antenn. Propag., vol. 1, no. 1, pp. 113–117, 2020,
https://doi.org/10.1109/ojap.2020.2982507 (https://doi.org/10.1109/ojap.2020.2982507) .

[12] J. Khan, D. Ali Sehrai, and U. Ali, “Design of dual band 5G antenna array with SAR
analysis for future mobile handsets,” J. Electr. Eng. Technol., vol. 14, no. 2, pp. 809–816,
2019, https://doi.org/10.1007/s42835-018-00059-9 (https://doi.org/10.1007/s42835-018-00059-9) .

[13] H. Ben Hamadi, S. Ghnimi, L. Latrach, P. Benech, and A. Gharsallah, “New design of
multi-band PIFA antenna with reduced SAR for mobile and wireless applications,”
Wireless Pers. Commun., vol. 115, no. 2, pp. 1211–1226, 2020,
https://doi.org/10.1007/s11277-020-07619-1 (https://doi.org/10.1007/s11277-020-07619-1) .

[14] N. Nasser, D. Serhal, R. Barake, M. Rammal, and P. Vaudon, “A novel low SAR
water-based mobile handset antenna,” Analog Integr. Circuits Signal Process., vol. 96,
no. 2, pp. 353–361, 2018, https://doi.org/10.1007/s10470-018-1130-8
(https://doi.org/10.1007/s10470-018-1130-8) .

[15] T. Ramachandran, M. R. I. Faruque, E. Ahamed, and S. Abdullah, “Specific
absorption rate reduction of multi split square ring metamaterial for L- and S-band
application,” Results Phys., vol. 15, p. 102668, 2019,
https://doi.org/10.1016/j.rinp.2019.102668 (https://doi.org/10.1016/j.rinp.2019.102668) .

[16] A. A. Al-Ghamdi, O. A. Al-Hartomy, F. R. Al-Solamy, N. T. Dishovskyc, N. T.
Atanasov, and G. L. Atanasova, “Enhancing antenna performance and SAR reduction by a
conductive composite loaded with carbon-silica hybrid filler,” AEU - Int. J. Electron.
Commun., vol. 72, pp. 184–191, 2017, https://doi.org/10.1016/j.aeue.2016.12.013
(https://doi.org/10.1016/j.aeue.2016.12.013) .

[17] A. M. Tamim, M. R. I. Faruque, M. U. Khandaker, M. T. Islam, and D. A. Bradley,
“Electromagnetic radiation reduction using novel metamaterial for cellular applications,”
Radiat. Phys. Chem., vol. 178, p. 108976, 2021,
https://doi.org/10.1016/j.radphyschem.2020.108976
(https://doi.org/10.1016/j.radphyschem.2020.108976) .

[18] A. M. Ali, M. A. Al Ghamdi, M. M. Iqbal, S. Khalid, H. Aldabbas, and S. Saeed, “Next
generation UWB antennas gadgets for human health care using SAR,” EURASIP J. Wirel.
Commun. Netw., vol. 2021, no. 1, 2021, https://doi.org/10.1186/s13638-021-01906-6
(https://doi.org/10.1186/s13638-021-01906-6) .

PubMed (https://pubmed.ncbi.nlm.nih.gov/33613666/)

PubMed Central (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7885984/)

513

https://doi.org/10.1109/lawp.2019.2901808
https://doi.org/10.1109/ojap.2020.2982507
https://doi.org/10.1007/s42835-018-00059-9
https://doi.org/10.1007/s11277-020-07619-1
https://doi.org/10.1007/s10470-018-1130-8
https://doi.org/10.1007/s10470-018-1130-8
https://doi.org/10.1016/j.rinp.2019.102668
https://doi.org/10.1016/j.aeue.2016.12.013
https://doi.org/10.1016/j.aeue.2016.12.013
https://doi.org/10.1016/j.radphyschem.2020.108976
https://doi.org/10.1016/j.radphyschem.2020.108976
https://doi.org/10.1186/s13638-021-01906-6
https://doi.org/10.1186/s13638-021-01906-6
https://pubmed.ncbi.nlm.nih.gov/33613666/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7885984/


[19] B. P. Nadh, B. T. P. Madhav, and M. Siva Kumar, “Design and analysis of dual band
implantable DGS antenna for medical applications,” EURASIP J. Wirel. Commun. Netw.,
vol. 2021, p. 33, 2021.

[20] V. Karthik and T. Rama Rao, “Investigations on SAR and thermal effects of a body
wearable microstrip antenna,” Wireless Pers. Commun., vol. 96, no. 3, pp. 3385–3401,
2017, https://doi.org/10.1007/s11277-017-4059-9 (https://doi.org/10.1007/s11277-017-4059-9) .

[21] C.-L. Tsai, K.-W. Chen, and C.-L. Yang, “Implantable wideband low-SAR antenna
with C-shaped coupled ground,” IEEE Antenn. Wireless Propag. Lett., vol. 14, pp. 1594–
1597, 2015, https://doi.org/10.1109/lawp.2015.2413839 (https://doi.org/10.1109/lawp.2015.2413839) .

[22] T. Mary Neebha, M. Nesasudha, and D. K. Janapala, “A stable miniaturised AMC
loaded flexible monopole antenna for ingestible applications,” Comput. Biol. Med., vol. 116,
p. 103578, 2020, https://doi.org/10.1016/j.compbiomed.2019.103578
(https://doi.org/10.1016/j.compbiomed.2019.103578) .

PubMed (https://pubmed.ncbi.nlm.nih.gov/31999556/)

[23] B. Yin, J. Gu, X. Feng, B. Wang, Y. Yu, and W. Ruan, “A low SAR value wearable
antenna for wireless body area network based on AMC structure,” Prog. Electromagn. Res.,
vol. 95, pp. 119–129, 2019, https://doi.org/10.2528/pierc19040103
(https://doi.org/10.2528/pierc19040103) .

[24] Al-Adhami, A. and Ercelebi, E., “A flexible metamaterial based printed antenna for
wearable biomedical applications,” Sensors, vol. 21, no. 23, pp. 1–18, 2021.
https://doi.org/10.3390/s21237960 (https://doi.org/10.3390/s21237960) .

PubMed (https://pubmed.ncbi.nlm.nih.gov/34883966/)

PubMed Central (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8659625/)

[25] M. El Atrash, M. A. Abdalla, and H. M. Elhennawy, “A wearable dual-band low
profile high gain low SAR antenna AMC-backed for WBAN applications,” IEEE Trans.
Antenn. Propag., vol. 67, no. 10, pp. 6378–6388, 2019,
https://doi.org/10.1109/tap.2019.2923058 (https://doi.org/10.1109/tap.2019.2923058) .

[26] M. Wang, Z. Yang, J. Wu, et al.., “Investigation of SAR reduction using flexible
antenna with metamaterial structure in wireless body area network,” IEEE Trans. Antenn.
Propag., vol. 66, no. 6, pp. 3076–3086, 2018, https://doi.org/10.1109/tap.2018.2820733
(https://doi.org/10.1109/tap.2018.2820733) .

[27] H. Yalduz, T. E. Tabaru, V. T. Kilic, and M. Turkmen, “Design and analysis of low
profile and low SAR full-textile UWB wearable antenna with metamaterial for WBAN
applications,” AEU - Int. J. Electron. Commun., vol. 126, p. 153465, 2020,
https://doi.org/10.1016/j.aeue.2020.153465 (https://doi.org/10.1016/j.aeue.2020.153465) .

[28] U. Ali, S. Ullah, J. Khan, et al.., “Design and SAR analysis of wearable antenna on
various parts of human body, using conventional and artificial ground planes,” J. Electr.
Eng. Technol., vol. 12, no. 1, pp. 317–328, 2017, https://doi.org/10.5370/jeet.2017.12.1.317

514

https://doi.org/10.1007/s11277-017-4059-9
https://doi.org/10.1109/lawp.2015.2413839
https://doi.org/10.1016/j.compbiomed.2019.103578
https://doi.org/10.1016/j.compbiomed.2019.103578
https://pubmed.ncbi.nlm.nih.gov/31999556/
https://doi.org/10.2528/pierc19040103
https://doi.org/10.2528/pierc19040103
https://doi.org/10.3390/s21237960
https://pubmed.ncbi.nlm.nih.gov/34883966/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8659625/
https://doi.org/10.1109/tap.2019.2923058
https://doi.org/10.1109/tap.2018.2820733
https://doi.org/10.1109/tap.2018.2820733
https://doi.org/10.1016/j.aeue.2020.153465
https://doi.org/10.5370/jeet.2017.12.1.317


(https://doi.org/10.5370/jeet.2017.12.1.317) .

[29] M. El Atrash, O. F. Abdalgalil, I. S. Mahmoud, M. A. Abdalla, and S. R. Zahran,
“Wearable high gain low SAR antenna loaded with backed all-textile EBG for WBAN
applications,” IET Microw. Antenn. Propag., vol. 14, no. 8, pp. 791–799, 2020,
https://doi.org/10.1049/iet-map.2019.1089 (https://doi.org/10.1049/iet-map.2019.1089) .

[30] N. Ramanpreet, M. Rattan, and S. S. Gill, “Compact and low profile planar antenna
with novel metastructure for wearable MBAN devices,” Wireless Pers. Commun., vol. 118,
no. 4, pp. 3335–3347, 2021, https://doi.org/10.1007/s11277-021-08182-z
(https://doi.org/10.1007/s11277-021-08182-z) .

[31] M. Munde, A. Nandgaonkar, and S. Deosarkar, “Low specific absorption rate
antenna using electromagnetic band gap structure for long term evolution band 3
application,” Prog. Electromagn. Res., vol. 80, pp. 23–34, 2019,
https://doi.org/10.2528/pierm18102103 (https://doi.org/10.2528/pierm18102103) .

[32] M. El Atrash, M. A. Abdalla, and H. M. Elhennawy, “Gain enhancement of a
compact thin flexible reflector-based asymmetric meander line antenna with low SAR,”
IET Microw. Antenn. Propag., vol. 13, no. 6, pp. 827–832, 2019, https://doi.org/10.1049/iet-
map.2018.5397 (https://doi.org/10.1049/iet-map.2018.5397) .

[33] Z. H. Jiang, D. E. Brocker, P. E. Sieber, and D. H. Werner, “A compact, low-profile
metasurface-enabled antenna for wearable medical body-area network devices,” IEEE
Trans. Antenn. Propag., vol. 62, no. 8, pp. 4021–4030, 2014,
https://doi.org/10.1109/tap.2014.2327650 (https://doi.org/10.1109/tap.2014.2327650) .

[34] Rubesh Kumar, T. and Madhavan, M., “Hybrid fabric wearable antenna design and
evaluation for high speed 5G applications,” Wireless Pers. Commun., vol. 127, no. 2, pp.
1517–1528, 2021. https://doi.org/10.1007/s11277-021-08702-x (https://doi.org/10.1007/s11277-021-

08702-x) .

[35] A. Shah and P. Patel, “E-textile slot antenna with spurious mode suppression and
low SAR for medical wearable applications,” J. Electromagn. Waves Appl., vol. 35, no. 16,
pp. 2224–2238, 2021, https://doi.org/10.1080/09205071.2021.1934905
(https://doi.org/10.1080/09205071.2021.1934905) .

[36] B. Sugumaran, R. B. subramanian, and S. K. Palaniswamy, “Reduced specific
absorption rate compact flexible monopole antenna system for smart wearable wireless
communications,” Eng. Sci. Technol. Int. J., vol. 24, no. 3, pp. 682–693, 2021,
https://doi.org/10.1016/j.jestch.2020.12.012 (https://doi.org/10.1016/j.jestch.2020.12.012) .

[37] S. Rajebi, C. Ghobadi, J. Nourinia, and E. Mostafapour, “SAR enhancement of slot
microstrip antenna by using silicon layer in hyperthermia applications,” Wireless Pers.
Commun., vol. 111, no. 3, pp. 1761–1774, 2020, https://doi.org/10.1007/s11277-019-06955-
1 (https://doi.org/10.1007/s11277-019-06955-1) .

515

https://doi.org/10.5370/jeet.2017.12.1.317
https://doi.org/10.1049/iet-map.2019.1089
https://doi.org/10.1007/s11277-021-08182-z
https://doi.org/10.1007/s11277-021-08182-z
https://doi.org/10.2528/pierm18102103
https://doi.org/10.1049/iet-map.2018.5397
https://doi.org/10.1049/iet-map.2018.5397
https://doi.org/10.1109/tap.2014.2327650
https://doi.org/10.1007/s11277-021-08702-x
https://doi.org/10.1007/s11277-021-08702-x
https://doi.org/10.1080/09205071.2021.1934905
https://doi.org/10.1080/09205071.2021.1934905
https://doi.org/10.1016/j.jestch.2020.12.012
https://doi.org/10.1007/s11277-019-06955-1
https://doi.org/10.1007/s11277-019-06955-1


[38] Tu. T. Le and T.-Y. Yun, “Wearable dual-band high-gain low-SAR antenna for off-
body communication,” IEEE Antenn. Wireless Propag. Lett., vol. 20, no. 7, pp. 1175–1179,
2021, https://doi.org/10.1109/lawp.2021.3074641 (https://doi.org/10.1109/lawp.2021.3074641) .

[39] A. Amsaveni, M. Bharathi, and J. N. Swaminathan, “Design and performance
analysis of low SAR hexagonal slot antenna using cotton substrate,” Microsyst. Technol.,
vol. 25, no. 6, pp. 2273–2278, 2019, https://doi.org/10.1007/s00542-018-4109-6
(https://doi.org/10.1007/s00542-018-4109-6) .

[40] J. Trajkovikj and A. K. Skrivervik, “Diminishing SAR for wearable UHF antennas,”
IEEE Antenn. Wireless Propag. Lett., no. 14, pp. 1530–1533, 2015,
https://doi.org/10.1109/lawp.2014.2374423 (https://doi.org/10.1109/lawp.2014.2374423) .

[41] K. Badhan and J. Singh, “Analysis of different performance parameters of body
wearable antenna-a review,” Adv. Wireless Mobile Commun., vol. 10, no. 5, pp. 735–745,
2017.

[42] K. N. Paracha, S. K. A. Rahim, P. J. Soh, and M. Khalily, “Wearable antennas: a
review of materials, structures, and innovative features for autonomous communication
and sensing,” IEEE Access, vol. 7, pp. 56694–56712, 2019,
https://doi.org/10.1109/access.2019.2909146 (https://doi.org/10.1109/access.2019.2909146) .

[43] A. Nazeri, A. Abdolali, and M. Mehdi, “An extremely safe low-SAR antenna with
study of its electromagnetic biological effects on human head,” Wireless Pers. Commun.,
vol. 109, no. 2, pp. 1449–1462, 2019, https://doi.org/10.1007/s11277-019-06621-6
(https://doi.org/10.1007/s11277-019-06621-6) .

[44] H. N. Awl, Y. I. Abdulkarim, L. Deng, et al.., “Bandwidth improvement in bow-tie
microstrip antennas: the effect of substrate type and design dimensions,” Appl. Sci.,
vol. 10, no. 2, 2020, https://doi.org/10.3390/app10020504 (https://doi.org/10.3390/app10020504) .

[45] S. Bhattacharjee, M. Mitra, and S. R. B. Chaudhuri, “An effective SAR reduction
technique of a compact meander line antenna for wearable applications,” Prog.
Electromagn. Res., vol. 55, pp. 143–152, 2017, https://doi.org/10.2528/pierm16121501
(https://doi.org/10.2528/pierm16121501) .

Supplementary Material
This article contains supplementary material (https://doi.org/10.1515/freq-2022-0297
(https://doi.org/10.1515/freq-2022-0297) ).

Received: 2022-12-21
Accepted: 2023-04-21
Published Online: 2023-05-29
Published in Print: 2023-12-15

© 2023 Walter de Gruyter GmbH, Berlin/Boston

516

https://doi.org/10.1109/lawp.2021.3074641
https://doi.org/10.1007/s00542-018-4109-6
https://doi.org/10.1007/s00542-018-4109-6
https://doi.org/10.1109/lawp.2014.2374423
https://doi.org/10.1109/access.2019.2909146
https://doi.org/10.1007/s11277-019-06621-6
https://doi.org/10.1007/s11277-019-06621-6
https://doi.org/10.3390/app10020504
https://doi.org/10.2528/pierm16121501
https://doi.org/10.2528/pierm16121501
https://doi.org/10.1515/freq-2022-0297
https://doi.org/10.1515/freq-2022-0297


517



— or —

From the journal

Frequenz

Volume 77 Issue 11-12

Articles in the same Issue

Frontmatter

Review Article

SAR reduction techniques for WBAN and mobile applications

Research Articles

Defected ground structure based compact UWB dielectric resonator antennas with
enhanced bandwidth

Performance analysis of a flexible wearable antenna with low SAR for biomedical
application

Compact hybrid EBG microstrip antenna for wearable applications

Compact eight-shaped ISM-I band wearable antenna for wireless body area network
applications

A high-gain dual-beam folded transmit-reflect-array antenna based on phase-
shifting surface

High isolation frequency-reconfigurable UWB-MIMO antenna with on-demand
WiMAX band elimination

518

https://www.degruyter.com/journal/key/freq/html
https://www.degruyter.com/journal/key/freq/html
https://www.degruyter.com/journal/key/freq/77/11-12/html
https://www.degruyter.com/document/doi/10.1515/freq-2023-frontmatter11-12/html
https://www.degruyter.com/document/doi/10.1515/freq-2022-0301/html
https://www.degruyter.com/document/doi/10.1515/freq-2023-0005/html
https://www.degruyter.com/document/doi/10.1515/freq-2023-0009/html
https://www.degruyter.com/document/doi/10.1515/freq-2023-0006/html
https://www.degruyter.com/document/doi/10.1515/freq-2023-0023/html
https://www.degruyter.com/document/doi/10.1515/freq-2023-0033/html


Downloaded on 28.5.2024 from
https://www.degruyter.com/document/doi/10.1515/freq-2022-0297/html

Performance analysis of mmWave/sub-terahertz communication link for 5G and B5G
mobile networks

519

https://www.degruyter.com/document/doi/10.1515/freq-2023-0024/html


Biomedical Signal Processing and Control
Volume 88, Part A, February 2024, 105597

Self-attention based progressive generative adversarial
network optimized with momentum search optimization
algorithm for classification of brain tumor on MRI image
N. Nagarani , R. Karthick , M. Sandra Carmel Sophia , Binda M B 

Assistant Professor, Department of Electronics and Communication Engineering, Velammal College of Engineering and

Technology, Madurai, Tamil Nadu India

Associate Professor, Department of Computer Science and Engineering, K.L.N. College of Engineering, Pottapalayam,

Sivaganga-630 612, India

Professor, Department of English, Kl Deemed To Be University, Greenfields, Vaddeswaram, Guntur Dist-522302, Andhra

Pradesh, India

Senior Engineer, Department of Traffic Signal Division, Keltron Communication Complex, Kerala, India

Received 17 July 2023, Revised 3 October 2023, Accepted 14 October 2023, Available online 24 October 2023, Version of Record 24

October 2023.

What do these dates mean?

Show less

https://doi.org/10.1016/j.bspc.2023.105597

Get rights and content

Highlights
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This manuscript proposes a self-attention based progressive generative adversarial network optimized with

momentum search optimization algorithm for brain tumor classification on MRI image (SPGAN-MSOA-CBT-MRI).

Initially, the data are gathered through the Brats 2019 dataset. Afterward, the data are given to pre-processing. In pre-

processing, it reduces the noise and maximizes the superiority of input image utilizing anisotropic diffusion Kuwahara

filtering (ADKF). Then the pre-processing output is fed to Feature extraction segment. Here, six texture features, like

homogeneity (Angular Second Moment), contrast, Inverse difference moment, entropy, correlation and variance are

extracted based on ternary pattern and discrete wavelet transform (TP-DWT). The extracted features are given to

SPGAN for effectively classify the brain tumor on MRI image. The proposed SPGAN-MSOA-CBT-MRI approach is

implemented in MATLAB. The performance metrics is evaluated to check the robustness of the proposed technique.

The performance of proposed SPGAN-MSOA-CBT-MRI approach attains 6.45%, 9.45%, and 11.67% high accuracy;7.23%,

10.34%, and 12.56% high F-score compared with existing methods, such as GAM-SpCaNet: Gradient awareness

minimization-based spinal convolution attention network for brain tumor classification (GAM-SpCaNet-CBT-MRI),

Efficient and low complex architecture for detection and classification of Brain Tumor using RCNN with Two Channel

(CNN RCNN-CBT-MRI) and Smart brain tumor detection scheme with the help of deep convolutional neural networks

(DCNN-CBT-MRI) respectively.

Introduction

Brain tumor is a dangerous disease. Glioma is one kind of brain tumor, this tumor spread to the nearby region of the

brain [1]. If the glioma is not treated at an early stage, it may result in death [2]. Brain tumor has two stages: (i)

primary stage and (ii) secondary stage [3]. Here, the tumor size of primary stage is small and it is known as benign, (ii)

secondary stage tumor size is larger than benign and it spreads other body parts called malignant [4], [5]. National

Brain Tumor Society in USA reported around 700,000 individuals affected with brain tumor disease [6], [7]. Among

these, the benign stage prevalence is 69.8 %, the malignant stage prevalence is 30.2 %, and the patient survival rate is

only 36 % [8]. At the stage of benign, the radiotherapy is helpful for patients to live without surgery, but cancerous stage

is harmful and it is treated with the help of chemotherapy and radiotherapy [9].The diagnosis is significant and it

requires expert radiologists [10].Skin, stomach, lung, and blood cancer are the hazardous human diseases that can be

diagnosed via medical imaging [11].For that, MRI scans and CT scans are more useful [12]. MRI scans are more useful

than CT images for learning about the texture and shape of tumors [13], [14]. MRI imaging is frequently used to detect

brain tumors rather than CT imaging because it may look at diseased or other physiological changes in living tissues

[15]. By utilizing MRI scans, the brain tumor region, such as size, shape, position of detection tissue is detected

accurately [16], [17]. Computed Aided Diagnosis (CAD) system is helpful for radiologist for brain tumor identification.

Multiclass classification issues are not supported by some types of CAD systems [18]. To conquer this problem, a

certain solution should be presented [19], [20]. Detecting and characterizing brain tumors on MRI images presents

several inherent challenges [21]. Brain tumors exhibit a wide range of characteristics, including variability in type, size,

location, and morphology [22]. This diversity makes it essential to employ versatile imaging protocols and analysis

techniques. MRI images often display variations in contrast, making it challenging to consistently differentiate between

tumor tissue and healthy brain structures [23]. Furthermore, the intricate nature of the brain's anatomy adds

complexity to the task, particularly when tumors are situated in critical regions [24], [25]. Additionally, patient motion

during MRI scans can introduce artifacts, potentially obscuring important diagnostic information. Addressing these

challenges requires a combination of advanced imaging technologies to achieve accurate and reliable brain tumor

detection and diagnosis. Machine learning and deep learning strategies are used to derive the fast training and

automated feature learning ability [26]. The improved AlexNet was fine-tuned on brain MRI data set [27]. In this work,

SPGAN optimized with momentum search optimization algorithm is incorporated for getting better result of brain

tumor under Brats 2019 image classification method with higher accuracy and lower computation time.

Existing deep learning models and techniques have achieved state-of-the-art results in a variety of computer vision

tasks, including image classification. However, there is still a need to develop deep learning models that are specifically

designed for the task of brain tumor classification on MRI imageries. MRI images of brain tumors are challenging to

classify on account of variability in tumor shape, size, and location, as well as the presence of noise and artifacts in the

images. Existing deep learning models may not be able to adequately address these challenges, leading to suboptimal

classification performance.
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To address the limitations of existing deep learning algorithms [28], [29], [30], [31], [32], [33], [34], [35] for brain tumor

classification, SPGAN optimized with MSOA for the Classification of Brain Tumor on MRI Image (SPGAN-MSOA-CBT-

MRI) is proposed with minimal computational time and minimal error. The contribution of the proposed approach is

as follows:

• The proposed SPGAN-MSOA-CBT-MRI algorithm allows for better handling of the intricate details in MRI images

and potentially improving classification accuracy and convergence speed. The proposed SPGAN-MSOA-CBT-MRI

algorithm uses ADKF [37] in the pre-processing stage to reduce noise and maximize the superiority of the input

image.

• The extraction of texture features like homogeneity, contrast, Inverse difference moment, entropy, correlation,

variance based on TP-DWT [38], which captures the full complexity of brain tumors.

• The use of a self-attention based progressive Generated Adversarial Network (SPGAN) [39] for classification, which

is able to learn long-range dependencies in the MRI images.

• The use of a Momentum Search Optimization Algorithm (MSOA) [40] to optimize the parameters of the SPGAN,

which is more efficient and robust than traditional optimization algorithms.

• The SPGAN-MSOA-CBT-MRI algorithm is evaluated using Brats 2019 dataset [36], and it outperformed existing

GAM-SpCaNet -CBT-MRI [28], RCNN-CBT-MRI [29] and DCNN-CBT-MRI [30] algorithms in terms of accuracy,

precision, f1-score, sensitivity, specificity, Error rate, computation time.

Remaining manuscript is structured as: part 2 reviews the literature survey, the proposed approach is explained in part

3, the results are proved in part 4, part 5 concludes this manuscript.

Section snippets

Literature survey

A number of researches were presented previously associated to deep learning basis brain tumor classification; a

certain recent studies are divulged here,

Tang et al. [28] have suggested GAM-SpCaNet: Gradient awareness minimization-based spinal convolution attention

network for brain tumor categorization. The suggested approach was used to the brain tumors’ pathological features.

The suggested model reached 99.28 % accuracy for the BRATS 2019 dataset. But it provides low precision.

Kesav and…

Proposed methodology

In this section, Brain tumor identification with the help of SPGAN optimized with momentum search optimization

algorithm (SPGAN-NSOA-CBT-MRI) is delebrated. The block diagram of SPGAN-NSOA-CBT-MRI brain tumor

identification method is represented in Fig. 1. It consists of 4 levels: Data acquisition, pre-processing, feature

extraction, brain tumor classification. The explanation about each stage is given below.…

Result and discussion
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The experimental result of SPGAN network optimized with MSOA(SPGAN-MSOA-CBT-MRI) is discussed in this

segment. The simulations are activated in MATLAB2020 along Core i7, 16 GB of RAM,16 GB GPU. The metrics is evaluated

to assess the proposed technique effectiveness. The acquired results of proposed SPGAN-MSOA-CBT-MRI technique are

compared with existing GAM-SpCaNet -CBT-MRI [28], RCNN-CBT-MRI [29] and DCNN-CBT-MRI [30] methods.…

Conclusions

In this section, Brain tumor identification system utilizing SPGAN optimized with Momentum search algorithm is

implemented successfully for classifying the normal and abnormal regions of brain tumor (SPGAN-MSOA-CBT-MRI).

The proposed SPGAN-NSOA-CBT-MRI is done in MATLAB under Brats 2019 data set. The SPGAN-MSOA-CBT-MRI

approach attains 9.34 %, 12.45 % and 16.34 % high precision; 78.23 %, 88.23 % and 79.23 % lower error rate comparing to

the existing GAM-SpCaNet -CBT-MRI, RCNN-CBT-MRI and…
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Abstract

This paper proposes an efficient segmentation algorithm and the significance of texture features over segmentation in

multispectral satellite images. In order to preserve the complete details about the earth's surface, initially texture

features are extracted from the multispectral satellite images. Texture features are very important in remotely sensed

images, since it has the capability to interpret micro and macro level features present in the images. This method has

been effectively tested over multi-temporal LANDSAT data set of Hanoi and Balcoc region of vietnam. Qualitative

observations made in the proposed work suggest that the addition of DOOG (Difference of Offset Gaussian) filter and

texture features provide improved segmentation results compared to traditional methods. As per the quantitative

investigations, the proposed method outperforms other contemporary methods in terms of Random Index (RI),

Variance of Information (VOI) and Global Consistency Error (GCE).

Introduction

Image analysis is one of the prime areas in pattern recognition. It is useful for the extraction of meaningful information

from the image to get a complete description of the object. It has many steps, such as pre-processing (e.g. Removal of

noise), segmentation and classification [1]. segmentation is used to identify the types of objects. It is the process of

nominating a label to each and every pixel in an image, in such a way that pixels with the same label represent the

same object, or its parts. The purpose of segmentation is to represent the image into some meaningful format, which is

useful for further analysis. Normally, it is used to identify the location of the objects and boundaries [2]. In remotely

sensed images, the boundaries are lines, borders and curves in between different textures present in the image.

Segmentation assigns a label to each pixel in such a way that similar visual characteristics can be assigned by a single

label [3]. The characteristics may be color, texture or intensity. Neighboring regions are considerably different with

respect to some characteristics.

Segmentation is widely applied to different types of images such as real images, thermal images, medical images and

remote sensing images [4].Remote sensing images may be hyper spectral or multispectral. The hyperspectral images

consist of more than hundreds of bands of images. Due to the larger number of bands, the processing complexity will

be very high. A multispectral image is a multi-band image consisting of 4–10 bands, each band possesses discrete

details about the earth’s surface [5]. Medium spatial resolution images, especially LANDSAT images have become a

customary data source for regional LULC change detection. It is because of their suitable spectral and spatial

Share Cite

526

https://www.sciencedirect.com/journal/optik
https://www.sciencedirect.com/journal/optik/vol/249/suppl/C
https://doi.org/10.1016/j.ijleo.2021.168241
https://s100.copyright.com/AppDispatchServlet?publisherName=ELS&contentID=S0030402621017666&orderBeanReset=true
https://www.sciencedirect.com/


resolutions and readiness of long history of data. Most of the applications of remote sensing such as Land use/ Land

cover classification, change detection require proper segmentation [6].

In satellite image processing, segmentation is an initial process that is used to collect massive information from the

images. Based on the characteristics such as texture, intensity or color, the image is divided into a number of clusters.

In order to collect worthwhile information from that image, an efficient and effective approach for the segmentation is

necessary [7]. There is no specific method for the segmentation of multispectral images, since each method has its own

advantages and disadvantages.

Feature extraction is one of the most important requirements in image analysis. One of the important tasks in image

segmentation is to examine the characteristics of image features and to devise the numerical features into various

clusters. The behavior of the segmentation model and its efficiency rate predominately depend on the numerical

properties of various image features.

This paper proposes an efficient segmentation method for multispectral images and also presents the implication of

features over segmentation. Section 2 describes the related work in segmentation. Section 3 covers the proposed

methods and Section 4 describes the experimental results. Finally, Section 6 concludes the paper.

Section snippets

Related works

In remote sensing applications, the initial step is to segment the multispectral image in order to solve its intricacy.

Clustering is one of the most widely used segmentation methods. The main problem faced in clustering based

segmentation is over segmentation [8]. This effect can be minimized by performing integration over the adjoining

regions having similar grey values. But, this process is quite difficult. However, the promising segmentation can be

obtained by amalgamating color, texture…

Proposed methods

The workflow of the proposed method is shown in Fig. 1. It consists of three major modules namely

preprocessing,feature extraction and segmentation. Each module is described systematically in the following

sections.…

Results and discussion

The performance of the proposed method is evaluated with two data sets of Vietnam region [21] shown in Fig. 2, Fig. 3.

The details about the area, coordinates, temporal points and survey data are provided in Table 1. The multispectral

satellite image is taken as input and it is converted into different land cover regions are shown in Table 2.…

Conclusion

In this paper, different segmentation methods and their effectiveness has been analyzed using multi-temporal data set.

The traditional segmentation methods encounter problems due to random initialization of cluster centers. To

overcome this, two different segmentation methods have been proposed. Initially, texture features are derived from
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the preprocessed images. Then, the extracted feature set is reduced by PCA to minimize the computational complexity.

The reduced feature set is segmented by…
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Cybercrime around the world is increasing day by day abruptly. Stego attack is one 

of the popular methods of transferring the message secretly through the cover medium. 
Most of the sources are using this process for covert communication. The paper discusses 
the importance and analysis of data hiding theft and covert communication process through 
steganalysis where it talks about the ”covered writing” in such a way that the mutation of an 
image is not discernible. The main motive of this paper is to attack and analyze the Digital 
Imaging and Communications in Medicine (DICOM) file format. The file format DICOM 
discussed in this research is mostly supported in the medical field. CT Scans and MRI Scans 
are widely used in hospitals to view the human body. The random pixels is chosen to hide 
the text on the DICOM formats and the performance is measured using different metrics. 
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The proposed approach produces 100% recovery of the hidden text inside an image with 
maximum payload capacity.

Subject Classification:  94A13.

Keywords: Steganography, Steganalysis, Least significant bits, Image formats.

1.  Introduction

Data Security is an essential need in the preset digital world. All the 
age groups from age 10 onwards use online sources for other purposes. 
More the online subscriptions more the security measures should take 
place. Steganalysis is the method that identifies the hidden message behind 
the cover medium which is a stego image. There are lot more techniques 
available these days to hide the secret message. Stalking through internet 
communication and recovering the messages being transferred between 
channels is miserable work for cyberfraud.

Earlier steganography was started for transferring confidential 
information inside a cover medium but soon after it converted to covert 
communication for terrorism and cyber-attack to damage the country’s 
economy.

The art of digital forensics consists in collecting, storing, and analyzing 
digital evidence. Evidence such as steganographic images collected by 
forensic investi- gators appears normal to the human eye. Through the 
web analysis process, researchers learned hidden context. There are two 
different types of web analytics approaches passive and active [12]. While 
the passive type classifies the stego image and identifies the algorithm, 
the active steganalysis additionally indicates the length of the message 
embedded in it.

2.  Related Work

In [19] JPEG file format is used as a cover medium for secure 
communication. In this paper, the LSB of a cover image is manipulated 
with secret image data and encrypted using the Viegner Cipher. The paper 
[9] states about finding the effective stego key for LSB Steganography on 
JPEG decompressed images using a random LSB steganographic model. 
In this technique, a random sequence and random embedding positions 
are generated by a pseudo-random number generator for carrying the 
stego key. The number of message bits to be embedded is calculated and 
random numbers are generated using a Logistic map [17] multiplied by 
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10 to make an integer thus the secret encrypted message is embedded in 
least significant bit. DFT algorithm considers the sine and cosine waves 
and it provides real and imaginary parts of values. In [6], secret messages 
are embedded in the spatial domain such as DCT coefficients for both 
JPEG and GIF file formats. Utilization of histogram to conceal the data is 
proposed [8] in the medical images showing the PSNR value is less than 
70dB. The effective denoise of an image using Digital wavelet Transform 
is applied [10] to reduce the noise in the gray scale images and the PSNR 
values shows the reduction of noise with sharp edges.

Integer Haar Wavelet transform is proposed in the paper [15] to 
suppress the secret messages into the different categories of frequency 
bands such as HH,LH,HL and LL. The embedded secret bits inside the 
vector coefficient produces the average PSNR of 54dB with the message 
size of 67.7kB. The researcher in [14] stretch the image horizontally based 
on the message embedding size. A 3D Chebyshev polynomials and 3D 
logistic maps, a 1st order differential equations[5] utilized for hiding the 
secret messages. The cover images are Leena [14],[5], Baboon, Peppers 
and Barbara. Deep Neural Network algorithms such as Ensem- ble 
Classifiers [13] VGG and Xception[1] algorithms are applied to the stego 
image to yield the embedded secret message. This model is applied on 
the Ima- geNet, COCO, MNIST, and CelebA such as data sets of JPEG, 
TIFF, and PNG image file formats. The outcome of these algorithms shows 
95 - 98% of accuracy in detecting the hidden message. The convolution 
based neural network search method is developed by the researchers [17] 
which captures the statistical features of images of an digital image. In 
this model they proposed two steganographic algorithm such as Wavelet 
obtained weights (WOW) and Spatial universal wavelet relative distortion 
(SUNIWARD).

3.  Design Methodology

The method of reconstructing and extracting the hidden message 
from the original message is known as Steganalysis. Figure 1 shows the 
Steganography and steganalysis of an image.

3.1 Basic Terminology

Steganography: Steganography is the process of concealing a secret 
message (M) in mediums including images, audio, video or text. The 
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proposed model uses cover media such as DICOM images. Different sized 
payload messages are embedded in the cover holder.

Steganalysis: The flip side of steganography is that retrieving hidden 
messages from stego images is known as steganalysis. From the image, 
embedded bits are retrieved to separate the embedded message as well as 
the cover image.

3.2 Image File Format

This paper analyzes the Image file format Digital Imaging and 
Communications in Medicine (DICOM)

Digital Imaging and Communications in Medicine (DICOM): The 
DICOM image is a standard for storing and retrieving details of a human 
body in terms of medical imaging. It supports binary lossless information 
in medical imaging. The DICOM Standard is the central method in the 
development of modern radio graphic imaging where it standards for 
imaging modalities such as computed tomography (CT), X-ray, magnetic 
resonance imaging (MRI), ultrasound, and radiation therapy. The proposed 
system utilizes Computed tomography (CT) images for steganography 
and steganalysis

Figure 1
Flow Diagram of Steganography and Steganalysis
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4.  Implementation Strategies

The proposed system utilized the cover medium as an image in 
DICOM file format and it is considered for analysis. Since it is a lossless 
binary image the binary information of the image is considered for 
embedding data into the image.

4.1 Embedding a Secret Message 

Different payload size of data is embedded into the DICOM images in 
the pro- posed system and analyzed the sensitivity of the image. The image 
utilized in the proposed system is resized into 516 KB ( 512 x 512) sizes as a 
cover medium and the text message needed to hide inside an image is taken 
into consideration and encrypted using AES 256 algorithm. The Encrypted 
text is converted into ASCII Characters and to equivalent binary numbers 
(10110101), the last bit 1 is the least significant bit[8] of the binary number 
will be embedded into the pixels of DICOM images one by one.

Algorithm 1 Phase1: Steganography on DICOM image format
Require: 1. Select the Input: CI = Cover Image, M = Input Message and E = 
Encrypted Message
2.	 Compute the shape of the cover image.
3.	 �Calculate the maximum payload capacity, (width * height * 

channel)/8
4.	 �Convert secret message to Encrypted Message, Message → Encrypted 

message → ASCII → Binary
Ensure: for letters in message
	 if Key_size == 256 then
		  Compute, iv = generate random values of block_size = 256 
		  encrypted message = AES.new(key,AES.MODE_CBC, iv)
		  return iv + cipher.encrypt(original message)
	 end if
5.	 �Choosing random pixels from the image and the pixel value is converted to 

binary
Ensure: for values in pixels
	 if msgindex < len(msg) then
		  for each pixel of Pi
		  embed message bit
		  msgindex+1
	 end if
6.	 Construct as an image
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Considering an example, the ASCII value of character a = 65 and 
the equivalent binary number for this character is 01100001. Embedding 
the secret message into the Least Significant bit of the DICOM image is 
provided in the diagram below, The Encrypted Message Ei of 8 bits are 
one by one embedded into the binary pixels of an image randomly. The 
first bit of the encrypted message will be equal to the Least Significant bit 
of any of the Pixels. First Bit of Ei = Cover Medium of Pi. Similarly, the 
whole message is embedded in the fashion with incrementing Ei + 1 on 
the cover image of Pixels Pi + 1 ….. where n is the number of bits, Ei is the 
encrypted input message and Pi is the pixels in the message.

4.2 Extracting the Embedded Message 

Extracting secret messages from stego images is called steganalysis. 
The least significant bits of the pixels are taken into consideration and 
recovered one by one to form completed binary values (bi, bi+1, …bi+n). 
The extracted binary values are reconstructed one by one to form ASCII 
values. From the ASCII values, the hidden messages and cover images are 
separated. The hidden message extracted is encrypted so it is decrypted 
using AES 256 algorithm to recover the original text. Different payload 
sizes are embedded and extracted from the cover image in the proposed 
system. The Figure 2 shows the embedding and extracting phase of a 
sample binary image.

Figure 2
Steganography and Steganlysis on DICOM image
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5.  Results and Analysis

Original Image and the Stego Image is shown in the Figure 3 and 
Figure 4 below and the performance of the algorithms such as Mean 
Square Error (MSE), Peak Signal-to-Noise Ratio (PSNR) and Root Mean 
Square Error (RMSE) is measured.

5.1 Evaluation Metrics

Mean Square Error (MSE): Original image and the stego image is 
compared pixel by pixel in order to identify the difference between them 
[14] and the equation (1) is shown below,

2
1 1

1 [ ( , ) ( , )] (1)M N

i jM N
MSE C i j S i j

= =∗
= −∑ ∑

Where,
C(i,j) - illumination severities in cover image ,  S(i,j ) - illumination 

severities in stego image, M and N are the dimensions of the cover and 
stego image.

If the difference between both the images are low then it has less 
differences otherwise it is considered to be the attack is more severe. So 
Low MSE gives higher quality of Stego Image.

Peak Signal-to-Noise Ratio (PSNR): Another Metrics for evaluating 
the perfor- mance are PSNR stated below in equation (2), It depicts the 
maximum signal to the noise appended on it. Practically higher PSNR 
value shows the quality of images.    

2
10 log (2)P

MSE
PSNR = ∗

Where, P = max[C(i,j), S(i,j)]

Figure 3
Original Image of DICOM file Format
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Figure 4
Stego Images of DICOM file format after steganography

Root Mean Square Error(RMSE): Finally Root Mean Square is Evaluated 
by the below equation(3) to analyze the performance,

2
1  

ˆ
(2)

N
i i ix x

RMSE
N

S = −
=

Where, xi = Observation of Original Image, xˆi = Observation after 
steganography

6.  Comparative Analysis

The proposed scheme defines three different images of different sizes 
that hide different data loads. Payload may vary depending on cover image 
size. The im ages calculated for different payload capacity are shown in 
the table below, An analogy between two images with different payload 
sizes shows that DICOM has a higher PSNR the metrics are compared and 
shown in Table 1

Table 1
Evaluation Metrics of DICOM File Format with the previous researches

Metrics Image1 Image2 Image3

Proposed
Method 
(Image Size 50kB and 
Payload Size is 5Kb)

MSE 0.006366 0.006542 0.007142

RMSE 0.082859 0.085981 0.095892

PSNR 68.8534 66.4507 67.1378
Proposed
Method 
(Image Size 50kB and 
Payload Size is 10Kb)

MSE 0.007386 0.007842 0.006957
RMSE 0.072952 0.0817882 0.080913

PSNR 69.5324 70.5417 68.7217

Contd...
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Proposed
Method 
(Image Size 50kB and 
Payload Size is 15Kb)

MSE 0.006825 0.007014 0.006923
RMSE 0.079589 0.083791 0.081922

PSNR 67.8529 67.0586 69.4318

Ahmed et [23]
al.’s (2022)

MSE 0.005203 0.005226 0.005192
RMSE 0.072134 0.072292 0.072054
PSNR 71.00199 70.98293 71.01155

Karakus and [24]
Avci’s (2020)

MSE 0.014366 0.014542 0.01442
RMSE 0.119859 0.120589 0.120081
PSNR 66.5574 66.5047 66.5413

7.  Conclusion

The proposed system shows the hiding capacity inside a cover 
medium of DICOM file format. The improvement of the steganography 
method and recovery of the embedded data shows the algorithms 
higher efficiency of embedding capacity and its 100% recovery. The 
metrics utilized for the evaluation of algorithm shows the performance 
of the algorithm. The positive view of the proposed system possess, the 
maximum hiding capacity of 20kB with the good quality of the image. It 
can recover all the embedded message. Confidentiality is ensured in the 
algorithm
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A B S T R A C T   

Cow dung extracts are prepared using ethanol and methanol as solvents. Electronic absorption spectra of cow 
dung extracts have exhibited wide absorption in the UV and visible region between 300 and 730 nm. The ab
sorption of cow dung extracts showed variations in intensity and absorption peaks at different wavelengths, 
which can be attributed to presence of diverse photosynthetic pigments corresponding to polarity of applied 
solvents. The observed pigments of chlorophyll a, chlorophyll b and carotenoids in the cow dung extracts can be 
ascribed to the feeding behavior of the cow. The FTIR and UV–vis absorption results have disclosed that the 
sensitization of zinc oxide nanoparticles (ZnO NPs) photoanode is mainly due to the chlorophylls present in the 
cow dung extract. The methyl group in the chlorophyll molecules from ideal bond with ZnO NPs that enables 
transfer of electrons from chlorophyll molecules to conduction band of ZnO NPs. The solar cells sensitized with 
cow dung extract in methanol has delivered highest energy conversion efficiency of 0.102%, which can be 
ascribed to presence of relatively a greater number of photosynthetic pigments.   

1. Introduction 

Advent of industrial revolution and steep increase in the world 
population have ensued in over exploitation of global fossil fuel re
sources with their forecasted depletion in a confined feature (40, 60 and 
200 years from the year 2002 for oil, natural gas and coal, respectively) 
and subsequently have resulted in serious environmental problems [1]. 
These crucial factors necessitate exploration of an efficient, economical 
and eco-friendly alternative energy technology that relies on renewable 
energy resource. In this context, solar energy is regarded as a most 
promising, eco-friendly and sustainable renewable energy resource to 
fulfill the global energy demand, owing to its abundant and non- 
polluting nature and solar cell is postulated as a most proficient tech
nological device towards direct transformation of solar energy into 
electricity [2,3]. Nevertheless, the dependence of commercial silicon 

solar cells for energy conversion has not been ascertained to a consid
erable extent because of their high-cost production technology and 
associated environmental problems [4]. 

Dye-sensitized solar cell (DSSC) belongs to third-generation solar cell 
technology and imitates natural photosynthesis was brought to the 
world by the hallmark research accomplishment of Brain O’Regan and 
Michael Gratzel with an inspirational energy conversion efficiency of 
12% [5]. As an outcome of substantial research works carried out 
globally for the past more than two and half decades, primarily due to its 
advantageous features of good performance under diverse light illumi
nation, low-cost production, environment friendliness, facile fabrica
tion, light weight, multi-color option, short payback period, flexibility 
and competitiveness with other photovoltaic technologies [6–8], the 
DSSC technology has matured in terms of advancements and as a 
consequence, attained the state-of-the-art status with a record 
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conversion efficiency of ~15% [9]. Nevertheless, persistent research 
efforts are under progress towards improving DSSC efficiency by 
altering its principal components and/or integrating newly explored 
materials. 

The principal components of DSSC are several micrometers thick 
nanocrystalline wide band gap metal oxide semiconductor deposited on 
conducting glass (photoanode), sensitizer, electrolyte containing io
dide/triiodide redox couple and counter electrode coated on another 
conducting glass [7,10]. Among them, the role of sensitizer is 

ascertained as highly crucial by means of collecting solar energy and 
transforming the same into electricity with the assistance of photoanode. 
The presence of ideal surface anchoring groups in the sensitizer has also 
a sizable role in terms of injecting photogenerated electrons proficiently 
to the photoanode surface and as a consequence, the DSSC performance 
is chiefly rely on physical and chemical properties of the dye used as 
sensitizer [11–13]. 

Even though, the ruthenium polypyridyl complexes as sensitizers in 
DSSCs have gained imperial status of producing high efficiency 

Fig. 1. Schematic illustration of various steps involved in the present work.  
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facilitated through proficient metal-to-ligand charge transfer, intense 
absorption in entire visible light region and better stability, the crucial 
problems linked with ruthenium dyes, viz. high-cost, rare obtainability, 
difficulty in synthesis and degradation tendency in presence of water, 
offset their advantages [14,15]. In this context, plentiful research at
tempts have been put forth for utilizing natural dyes that are mostly 
derived from diverse plant sources (leaves, flowers, fruits, vegetables, 
etc.) as alternative sensitizers in DSSC, due to their conspicuous benefits 
of copiousness, facile extraction, cost effectiveness, easy availability, 
non-toxicity and complete biodegradation over synthetic dyes [16–19]. 
The major photosynthetic pigments present in natural dyes viz., chlo
rophyll, anthocyanin, carotenoid, cyanine and flavonoid have been 
extensively researched as sensitizers in DSSCs, which can be ascribed to 
their favorable coordination with light energy liberated from the sun 
and transform the same into more useful form of electrical energy 
[20,21]. 

By the stimulation of these facts, the current study is devoted to 
explore the solar to electrical energy transformation potential of cow 
dung extract as natural sensitizer in zinc oxide nanoparticles photo
anode based DSSC. The solvent influence on the spectral and photo
voltaic performance is elucidated by preparing the cow dung extract in 
ethanol and methanol separately. The energy conversion efficiency and 
associated photovoltaic parameters of the prepared DSSCs are examined 
by adopting standard protocols. This is the first kind of investigation that 
focuses on the investigation of cow dung extract as natural sensitizer in 
DSSC. The various steps involved in the present work are schematically 
illustrated in Fig. 1. 

2. Materials and methods 

2.1. Chemical reagents 

Chemicals, viz. highly pure zinc acetate dihydrate, oxalic acid 
dihydrate and 1-butyl-3-methylimidazolium iodide were purchased 
from Merck. Fluorine-doped tin oxide (FTO) glasses (TEC-7, ~6–8 

Ω/cm2) were the gifted sample acquired from Pilkington, Mumbai, 
India. Iodine and lithium iodide were obtained from Alfa Aesar. 4-tert- 
butylpyridine was percured from Sigma Aldrich. The fresh cow dung 
was collected from Samalpatti village, Krishnagiri District, Tamil Nadu, 
India. Remaining chemicals utilized were belong to analytical quality. 
Double distilled water was employed for the experiments and cleaning 
purpose. 

2.2. Preparation of electrolyte and ZnO nanoparticles 

The liquid electrolyte was composed of 1-butyl-3-methylimidazo
lium iodide (0.5 M), lithium iodide (0.05 M), iodine (0.03 M) and 4-tert
butylpyridine (0.5 M) dissolved in acetonitrile and valeronitrile (85:15 
v/v) solvent mixture [22]. The ZnO nanoparticles (ZnO NPs) were 
synthesized according to the earlier report [23]. 

2.3. Preparation of cow dung extracts 

Fresh cow dung (2 g) was dispersed in ethanol (50 mL) and stirred for 
15 min using magnic stirrer. The constituents were isolated using 
Whatmann No. 1 filter paper and preserved in fridge. The ethanolic 
extract of cow dung was utilized towards further studies [24]. The same 
protocol was followed to prepare methanolic extract of cow dung by 
replacing ethanol with methanol as solvent. The photographs of cow 
dung extracts preparation in the laboratory are given in Fig. 2. 

2.4. Characterization studies 

Morphological and elemental analyses of ZnO NPs were examined 
using FE-SEM (SIGMA HV – Carl Zeiss with Bruker Quantax 200 – Z10 
EDS Detector). Crystal structure was detremined through powder XRD 
(PANalytical, Xpert3 Powder XRD) comprised of Cu Kα radiation 
(1.5406 Å). Absorprion spectra of cow dung extrscts were taken in 
UV–Visible Spectrophotometer (Hitachi, Model No. UH5300). Fourier 
transform infrared spectra were recorded between 4000 and 400 cm− 1 

Fig. 2. Photographs of cow dung extracts preparation using ethanol and methanol as solvents.  
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using Perkin Elmer FTIR spectroscopy (Model: Spectrum Two). The 
ethanolic and methanolic extracts of cow dung samples were dried at 
room temperature and the resultant solid samples of cow dung were 
subjected to FTIR analysis. Oriel class-A solar simulator (M-91195A, 
Newport) with ozone-free xenon lamp (450 W) was utilized for testing 
DSSCs. Autolab PGSTAT302N electrochemical workstation was 
employed for recording photocurrent density-photovoltage generation. 

2.5. Fabrication of DSSCs and their performance evaluation 

ZnO NPs (1 g) was taken in a porcelain mortar and grounded by 
adding distilled water (0.35 mL) and acetylacetone (33.5 μL) to obtain a 
viscous paste. Subsequently, distilled water (1.35 mL) was progressively 
poured under continuous grinding continued by adding Triton X-100 
(15 μL). The obtained paste was coated on a FTO glasses having an active 
surface area of 1 cm2. The role of acetylacetone is to prevent reaggre
gation of ZnO NPs and addition of Triton X-100 helps spreading of paste 
on the FTO glass substrate. The fabricated ZnO thin films were dried at 

80 ◦C for 15 min in an oven, sintered at 400 ◦C for 5 min in a muffle 
furnace and the same protocol was continued three times to obtain an 
optimum film thickness (~10 µm) [25]. The thin films were sintered at 
450 ◦C for 30 min and cooled down to 80 ◦C, which were immersed in 
cow dung extracts for 24 h at room temperature. The dye-adsorbed ZnO 
NPs photoanodes were taken out from the cow dung extracts and 
immediately joined with pre-prepared platinum coated counter elec
trodes. Then, imidazole based liquid electrolyte was dropped in the gap 
between two electrods through which the electrolyte was occupied the 
space by surface tension. The photovoltaic performance of the DSSCs 
was evaluated according to the following equations: 

Fill factor (FF) =
Jmax × Vmax

Jsc × Voc  

Efficiency (η) (%) =
Jsc × Voc × FF

Pin
× 100  

Fig. 3. (a–e) FE-SEM images and (f) EDX spectrum of ZnO NPs.  
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3. Results and discussion 

3.1. FE-SEM and EDX analyses of ZnO NPs 

The morphology of ZnO NPs was examined by field-emission scan
ning electron microscope (FE-SEM) and the recorded FE-SEM images are 
shown in Fig. 3. It can be seen from the low magnification FE-SEM im
ages (Fig. 3(a–c)) that that the each ZnO NP is combined with adjacent 
ZnO NPs that resemble separate building blocks of diverse morphol
ogies. In contrast, the low magnification FE-SEM images (Fig. 3(d and 
e)) exhibit that the ZnO NPs are spherical in shape and their average 
diameter is ~48 nm. The Energy-dispersive X-ray (EDX) spectrum of the 
ZnO NPs is given in Fig. 3(f). The EDX spectrum shows the presence 
peaks corresponding to the Zn, O and C elements, which indicates 
pristine nature of the ZnO NPs and good agreement with the corre
sponding XRD result. The presence of peak with respect to carbon (C) 
originated from carbon tape used for sample preparation during SEM 
and EDX analyses. 

3.2. X-ray diffraction analysis of ZnO NPs 

The X-ray diffraction pattern of ZnO NPs is shown in Fig. 4. The XRD 
pattern disclosed diffraction angles at 2θ values of 31.93, 34.67, 36.70, 
47.80, 56.75, 63.12, 66.61, 68.11 and 69.22◦ that can be indexed to the 
(100), (002), (101), (102), (110), (103), (200), (112) and (201) 
diffraction planes, respectively of hexagonal wurtzite structured ZnO 
crystals (JCPDS No. 36-1451). The sharp and intense diffraction peaks of 
ZnO NPs reveal their high crystallinity. 

3.3. Visible interpretation of cow dung extracts 

The colour of the cow dung extracts in ethanol and methanol was 
yellowish-green, but their intensity was varied due to the extractable 
tendency of solvents, such as ethanol and methanol based on their po
larity. Among the solvents, the colour of the cow dung extract in 
methanol exhibited relatively high intensity over cow dung extract in 
ethanol and this can be ascribed to the relatively high polarity of the 
methanol that facilitates high extractability towards phytochemicals or 
chemical compounds and more particularly photosynthetic pigments 
present in the cow dung extract (Fig. 5). The light green colour of the 
cow dung extracts in both ethanol and methanol as solvent medium 
disclosed that chlorophylls are one of the ingredients of the cow dung 
extracts [16]. Similarly, the chief yellow colour appearance of the cow 
dung extracts indicates that carotenoids could also present since carot
enoids usually show yellow colour appearance in the solvents [26]. The 
visible observation of the cow dung extracts indicates relatively higher 
strength of the yellow colour than that of the green colour that obviously 
postulates that the concentration of carotenoids might be high over 
chlorophylls. Besides, the cow dung extracts might also contain phyto
chemicals such as, tetraethylene glycol, 2-ethoxyethyl methyl phthalate, 
palmitic acid, myristic acid, 2-propanol, 1-chloro-phosphate, oleic acid, 
phthalic acid, 3-chlorophenyl methyl ester, hexadecanoic acid and 
stearic acid [24]. 

3.4. UV–vis absorption analysis of cow dung extracts 

The UV–vis absorption of cow dung extracts in solvents, viz. ethanol 
and methanol were recorded between 300 and 800 nm and the resultant 
absorption spectra are given in Figs. 6 and 7, respectively. The electronic 
absorption spectrum of the cow dung extract both in ethanol and 
methanol as solvents exhibited a broad absorption in UV and visible 
spectral region between 300 and 730 nm that satisfies the primary 

Fig. 4. XRD pattern of ZnO NPs.  

Fig. 5. Photographs of cow dung extracts in ethanol and methanol for visible interpretation.  
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requirement for their role as sensitizer in DSSC. The absorption of the 
cow dung extracts showed variations in intensity and absorption peaks 
at different wavelengths, which could be attributed to the presence of 
different pigments corresponding to the polarity of applied solvents. The 
absorption spectrum of the cow dung extract in ethanol exhibited peaks 
at 409, 470, 532, 608 and 666 nm and the methanol extract displayed 
peaks at 404, 468, 531, 609 and 665 nm in the visible region. 

The high intense absorption peaks present at 409 and 666 nm for the 
ethanolic extract and 404 and 665 nm for the methanolic extract of cow 
dung can be attributed to the essential plant photosynthetic pigment, 
chlorophyll a [27]. Both the extracts disclose low intense absorption 

peaks between 465 and 610 nm (470, 532 and 608 nm for ethanolic 
extract and 468, 531 and 609 nm for methanolic extract) as a conse
quence of mixed band of chlorophyll b and carotenoids [27,28]. The 
observed pigments of chlorophyll a, chlorophyll b and carotenoids in the 
cow dung extracts can be ascribed to the feeding behavior of the cow. 
The cow is usually provided with grasses and paddy straw as fodder and 
moreover they consume many scrubs and greens, which usually contain 
the above indicated pigments, such as chlorophyll a, chlorophyll b and 
carotenoids, which perform their unique role as light harvesters during 
photosynthesis process in plants [29]. The wavelength of absorption 
peaks and their intensity usually imitate the transition energies and 
transition–dipole moments for transitions from ground state to Soret, Qx 
and Qy singlet-excited states. 

3.5. Fourier-transform infrared study of cow dung extract 

FTIR spectra of cow dung extracts were recorded to elucidate the 
presence of organic constituents and functional groups (Fig. 8). The low 
intense band located at 3661.24 cm− 1 in the ethanol extract of cow dung 
is assigned to C–H stretching vibration [30]. The strong and broad 
absorption bands centered at 3413.63 and 3421.90 cm− 1 are due to free 
O–H and N–H stretching vibrations of hydroxyl and amino acid groups 
present in ethanol and methanol extracts, respectively [31]. The 
appreciable intense absorption bands observed at the wavenumbers of 
2976.35 and 2950.77 cm− 1 in ethanol and methanol extract, respec
tively can be credited to asymmetric C–H stretching vibration of alkane 
(CH3) [32]. The bands situated between 2830.00 and 2945.00 cm− 1 in 
both the extracts are caused by the symmetric stretching vibrations of 
CH2 group. The band located at 2,524.62 cm− 1 in methanol extract is 
due to S–H stretching. The small bands found at 2130.07 and 2076.35 
cm− 1 respectively in ethanol and methanol extracts of cow dung dis
closes the presence of silicon (Si–H stretching) and boron compounds, 
owing to the consumption of fodder containing soil constituents by the 
cow [33]. The peak positioned at 1759.41 cm− 1 in ethanol extract cor
responds to C––O stretching vibration of esters [34]. The intense 

Fig. 6. UV–vis absorption spectrum of cow dung extract in ethanol.  

Fig. 7. UV–vis absorption spectrum of cow dung extract in methanol.  
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absorption bands emerged at 1632.84 and 1644.86 cm− 1 in ethanol and 
methanol extracts, respectively can be ascribed to the C––O stretching 
vibration of carbonyls [35]. The bands present at 1452.11 and 1455.17 
cm− 1 are due to C–C stretching vibration of aromatic ring compound 
[12]. The bands at 1406.87 and 1411.27 cm− 1 are connected with 
presence of methyl group (CH3) as C–H in umbrella formation. 

The absorption bands noticed at 1383.12 and 1394.20 cm− 1 can be 
ascribed to symmetrical and asymmetrical bending vibrations of CH3 
functional groups in ethanol extract of cow dung [36]. The band at 
1248.84 cm− 1 in ethanol extract is formed owing to C–N stretching 
vibration of amines. The band located at 1111.62 cm− 1 in methanol 

extract is ascribed to C––O vibration of carbohydrates [37]. The band 
observed at 1076.97 cm− 1 can be associated with stretching vibration of 
C–O–C [38]. The absorption bands situated between 1000 and 1060 
cm− 1 in both extracts of cow dung are corresponding to the C–H 
bending or C–O or C–C stretching vibrations of carbohydrates [39]. 
The high intensity band observed at 880.92 cm− 1 in ethanol extract of 
cow dung can be related to P–O and P––O stretching vibrations of 
polyphosphates [40]. The medium absorption band exhibited by both 
the extracts at ~620.00 cm− 1 might be due to the presence of sulphate. 
By comparing the FT-IR results and the UV–vis absorption results it is 
inferred that the wide band gap semiconductor photoanode sensitization 

Fig. 8. FTIR spectrum of cow dung extract in (a) ethanol and (b) methanol.  
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of the current concern, such as ZnO is mainly due to the chlorophylls 
present in the cow dung extract [14]. The chlorophylls are mainly pre
sent in grass, paddy straw, scrubs, greens, etc. The methyl (CH3) group, 
which is the ideal functional group present in the chlorophyll molecules 
can from an ideal bond with semiconductor ZnO nanoparticles that fa
cilitates electron transfer from chlorophyll molecules to the conduction 
band of ZnO. 

3.6. Photovoltaic performance analysis of DSSCs 

The photocurrent density-photovoltage (J–V) characteristics of ZnO 

NPs photoanode based solar cells sensitized using cow dung extracts in 
ethanol and methanol are illustrated in Figs. 9 and 10, respectively. 
Reasonable fill factor values could be noticed for both DSSCs sensitized 
with cow dung extracts in solvents, such as ethanol and methanol. 
However, the solar to electrical energy transformation efficiency of the 
DSSCs are low (due to low photocurrent values) when compared to the 
efficiencies reported for the DSSCs sensitized with commercial dyes. 
Among the cow dung extracts, the extract obtained using methanol as a 
solvent disclosed best sensitization effect as evident from the delivered 
photovoltaic parameters from the corresponding DSSC. 

The solar cells sensitized with cow dung extract in methanol 

Fig. 9. J–V characteristics of DSSC sensitized with cow dung extract in ethanol.  

Fig. 10. J–V characteristics of DSSC sensitized with cow dung extract in methanol.  
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delivered the highest solar to electrical energy transformation efficiency 
(η) of 0.102% with a short-circuit photocurrent density (Jsc) of 595 µA/ 
cm2, open-circuit photovoltage (Voc) of 0.45 V and a fill factor (FF) of 
0.38, which could be ascribed to the presence of relatively more number 
of photosynthetic pigments, viz. chlorophyll a, chlorophyll b and ca
rotenoids as evident from the UV–vis spectral analysis. The DSSC 
sensitized by the ethanol extract of cow dung delivered the relatively 
low efficiency value of 0.042% with a Jsc of 361 µA/cm2, Voc of 0.32 V 
and FF of 0.36, due to its relatively low intense absorption in visible light 
spectral region. Although the energy conversion efficiency of the present 
DSSCs is low over the cells based on synthetic dyes, the scope to advance 
the performance of the cells sensitized with isolated pigments from cow 
dung extract certainly paves the pathway for producing efficient and 
environment friendly DSSCs. The photovoltaic parameters obtained for 
the DSSCs sensitized by the cow dung extracts are given in Table 1. 
Comparison of photovoltaic performance of present DSSC sensitized by 
cow dung extract with previously reported DSSCs sensitized by natural 
dyes are given in Table 2. 

3.7. Maximum power output of DSSCs 

The maximum power output (Pmax) delivered by the DSSCs was 
calculated by multiplying each short-circuit photocurrent density (Jsc) 
value with its respective open-circuit photovoltage values. The resultant 
plot between the power (P) and voltage (V) indicates the maximum 
power output (Pmax) of the DSSCs sensitized by cow dung extracts in 
ethanol and methanol (Figs. 11 and 12). It is inferred from the power 
curves that the DSSC sensitized by the methanolic extract of cow dung 
delivered the maximum power (Pmax) of 100.87 μW, which is ~2.4-fold 
higher than that of the Pmax value (41.75 μW) of DSSC sensitized by the 
ethanolic extract of cow dung. This is in harmony with the results of the 
photocurrent density-photovoltage characteristics. 

3.8. Electrochemical impedance spectroscopy analysis 

Electrochemical impedance spectra (EIS) of DSSCs integrated with 
ZnO NPs photoanode adsorbed by ethanolic and methanolic extracts of 
cow dung were measured under dark condition at an identical forward 
bias of − 0.72 V (Fig. 13). In general, Nyquist plot obtained through EIS 
analysis consists of three semicircles among which, semicircle at high 
frequency region corresponds to impedance related to charge transport 
at counter electrode, medium frequency response semicircle implies 

charge transport/charge transfer at photoanode/dye/electrolyte inter
face and semicircle at low frequency region indicates Warburg diffusion 
process of I− /I3− redox couple in the electrolyte [45]. Here, arc at me
dium frequency region is associated with electron transfer and recom
bination at ZnO NPs photoanode/dye (cow dung extract)/electrolyte 

Table 1 
Photovoltaic parameters of DSSCs integrated with ZnO NPs photoanode sensi
tized with cow dung extracts.  

Sl. 
No. 

Solvent Jsc (µA/ 
cm2) 

Voc 

(V) 
Jmax (µA/ 
cm2) 

Vmax 

(V) 
FF η (%) 

1. Ethanol 361  0.32 221  0.19  0.36  0.042 
2. Methanol 595  0.45 374  0.27  0.38  0.102  

Table 2 
Comparison of photovoltaic parameters of DSSC sensitized by methanolic extract of cow dung with previous reports on DSSCs sensitized by natural dyes.  

Natural dye Photoanode material Solar radiation intensity Jsc (μA/cm2) Voc (V) FF η (%) Reference 

Sargassum wightii seaweed extract ZnO NPs 45 mW cm− 2 203 0.33 0.46 0.07 [12] 
Spinach fruit extract PbS-NPs doped TiO2 NPs 100 mW cm− 2 90 ± 5 0.52 ± 0.01 0.60 ± 0.03 0.029 ± 0.003 [41] 
Raspberry fruit extract PbS-NPs doped TiO2 NPs 100 mW cm− 2 110 ± 7 0.46 ± 0.01 0.56 ± 0.03 0.027 ± 0.002 
Passion fruit extract 54 ± 4 0.39 ± 0.01 0.38 ± 0.04 0.008 ± 0.001 
Costus woodsonii leaf extract Mesoporous 

TiO2 NPs 
100 mW cm− 2 2250 0.57 0.51 0.65 [42] 

Musa paradisiaca peel extract ZnO NPs 100 mW cm− 2 122 0.28 0.25 0.009 ± 0.05 [43] 
Mangifera indica peel extract 265 0.29 0.31 0.024 ± 0.05 
Punica granatum peel extract 133 0.28 0.28 0.010 ± 0.05 
Ananas comosus peel extract 33 0.21 0.29 0.002 ± 0.05 
Baobab leaf extract TiO2 NPs 1000 W m− 2 286 ± 48 0.676 ± 0.062 0.59 ± 0.03 0.11 ± 0.03 [44] 
Cow dung extract ZnO NPs 100 mW cm− 2 595 0.45 0.38 0.102 Present work  

Fig. 11. Power curve of DSSC sensitized with cow dung extract in ethanol.  

Fig. 12. Power curve of DSSC sensitized with cow dung extract in methanol.  
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interface, which plays chief role in determining photovoltaic perfor
mance and moreover discloses to and fro movement of electrons at 
photoanode/electrolyte interface [46,47]. Indeed, larger diameter 
semicircle corresponds to larger interfacial resistance and high interfa
cial charge recombination. 

Nyquist plot of DSSC constructed using ZnO NPs photoanode 
adsorbed by ethanolic extract of cow dung shows larger diameter when 

compared to DSSC with ZnO photoanode adsorbed by methanolic 
extract of cow dung, suggesting reduced charge transfer resistance at 
ZnO NPs photoanode/ dye (methanolic extract of cow dung)/electrolyte 
interface (Fig. 13(a)). Consequently, relatively higher electron transfer 
process occurred in methanolic cow dung extract sensitized solar cell 
(DSSC), leading to improved photovoltaic performance and energy 
conversion efficiency. Electron lifetime (τe) of constructed thin film 

Fig. 13. (a) Nyquist plots and (b) Bode phase plots obtained for DSSCs sensitized with ethanol and methanol extracts and ZnO NPs photoanode.  
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photoanodes was measured from bode phase plots of corresponding EIS 
by adopting the equation τe = 1/2π(ƒmax) [48] where, ƒmax is maximum 
phase angle associated with electron transfer and recombination ki
netics at ZnO NPs photoanode/dye (cow dung extract)/electrolyte and 
the obtained bode phase plats are shown in Fig. 13(b). From the bode 
phase plots, electron lifetime of DSSCs fabricated using ZnO NPs pho
toanode adsorbed by ethanolic and methanolic extracts of cow dung 
were found to be 1.8 and 2.4 ms, respectively. High electron lifetime of 
methanolic cow dung extract sensitized solar cell (DSSC) in turn proved 
effective charge transport to the electrode over ethanolic cow dung 
extract sensitized solar cell (DSSC) that facilitates better interfacial 
charge transfer and as a consequence, suppression of charge recombi
nation to a considerable extent. 

3.9. Working mechanism of cow dung extracts sensitized DSSCs 

Upon illumination of simulated sun light on DSSCs, the photosyn
thetic dye molecules (D), such as chlorophyll a, chlorophyll b and ca
rotenoids in cow dung extract go to excited state (D*) by absorption of 
photons (hν) as illustrated in Eq. (1): 

D+ hν→D* (1) 

The excited photosynthetic dye molecules (D*) inject electrons into 
conduction band of wide band gap semiconductor (ZnO NPs) and sub
sequently, the excited photosynthetic dye molecules (D*) oxidize or 
ionize (D+) according to Eq. (2): 

D*+ZnO→D+ + e−cb(ZnO) (2) 

The oxidized photosynthetic dye molecules (D+) receive electrons 
coming from iodide ions (I− ) present in the electrolyte when I− ions 
release to oxidized photosynthetic dye molecules (D+) which in turn 
oxidized to triiodide ions (I3− ) as shown in equation (3): 

2D+ + 3I − →I −3 + 2D (3) 

The electrons in conduction band of the ZnO NPs reach the counter 
electrode through the load and reduced the triiodide ions (I3− ) as given in 
Eq. (4): 

I −3 + 2 e− →3I− (4) 

The electron circuit completes by restoration of iodide ions (I− ) and 
the entire system comes back to its original state to initiate a new cycle. 
These processes sustains as long as the DSSC is illuminated with light 
and the external circuit received current continuously [49]. 

4. Conclusion 

Photosynthetic pigments present in the ethanolic and methanolic 
extracts of cow dung were employed as natural sensitizers in ZnO NPs 
photoanode based DSSC. The prepared cow dung extracts were char
acterized by visible interpretation, UV–vis spectrophotometer and FTIR 
spectroscopy. The colour of cow dung extract in methanol exhibited 
relatively high intensity over ethanol extract owing to the relatively high 
polarity of the methanol that facilitate high extractability towards 
photosynthetic pigments present in the cow dung extract. The UV–Vis 
absorption spectrum of cow dung extract in ethanol exhibited peaks at 
409, 470, 532, 608 and 666 nm and in methanol displayed peaks at 404, 
468, 531, 609 and 665 nm, which could be assigned to the presence of 
photosynthetic pigments, such as chlorophyll a, chlorophyll b and ca
rotenoids. According to the FTIR results, the methyl (CH3) group, which 
is the ideal functional group present in the chlorophyll molecules can 
from an ideal bond with semiconductor ZnO nanoparticles that facili
tates electron transfer from chlorophyll molecules to the ZnO conduc
tion band. The solar cells sensitized with cow dung extract in methanol 
delivered the highest solar to electrical energy conversion efficiency (η) 
of 0.102% with a short-circuit photocurrent density (Jsc) of 595 µA/cm2, 

open-circuit photovoltage (Voc) of 0.45 V and a fill factor (FF) of 0.38, 
which could be ascribed to presence of relatively a greater number of 
photosynthetic pigments, viz. chlorophyll a, chlorophyll b and carot
enoids as evident from the UV–vis spectral analysis. Although the effi
ciency of the present DSSCs is low over the synthetic dyes, the scope to 
advance the performance of the cells sensitized with isolated pigments 
from cow dung extract will certainly paves the pathway for producing 
efficient and environment friendly DSSCs. 
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A B S T R A C T   

A facile and green route was followed to synthesize copper oxide (CuO) nanostructures using Vitex negundo and 
Euphorbia milii leaf extracts. Structural, elemental, chemical, spectral and morphological features of the CuO 
nanostructures were determined by XRD, EDS, FTIR spectroscopy, UV–Vis spectrophotometer and FESEM, 
respectively. The CuO nanostructures disclosed considerably higher antibacterial activity against selected Gram- 
positive and Gram-negative pathogenic bacteria over commercial antibiotic (Vancomycin). This enhanced 
antibacterial activity could be credited to the generation of more ROS associated with oxygen vacancy and size of 
the CuO nanostructures. Particularly, hierarchical CuO nanoparticles/nanorods prepared using V. negundo leaf 
extract exhibited the highest antibacterial activity due to their lower size range.   

1. Introduction 

In modern scientific and technological scenario, the role of nano
materials has been manifested as crucial due to their peculiar physico
chemical properties over their bulk counterparts [1] and emergence of 
diverse dimensional nanostructures, such as particles, tubes, wires, rods, 
spheres, sheets, prisms and their hybrids [2,3]. Consequently, metal and 
metal oxide nanostructure synthesis has provoked immense attention by 
considering their precise size, diverse morphology, controlled dis
persity, and supplemented characteristics that have been transformed 
them as ideal candidates for applications in energy, environment, 
medical, textile and pharmaceutical sectors [4]. Among them, promi
nent focus has been exerted on narrow band gap p-type copper oxide 

(CuO) nanostructures, owing to their remarkable physical, chemical, 
electrical, optical and magnetic properties [5]. In addition, nanoforms of 
CuO have been demonstrated notable stability in solutions [6], envi
ronmental safety [7], high redox potential [8], substantial specific sur
face area and exceptional electrochemical activity [9]. Consequently, 
they have been appealed extensively as antibacterial agents [3,10], 
photocatalysts [11], heavy metal adsorbents [12], electrode materials 
for lithium-ion battery [13] and supercapacitors [14], gas sensors [15], 
solar selective absorbers [16], antifungal agents [17], colorimetric 
sensors [18] and antifouling paints [19]. 

According to the biomedical viewpoint, the present world has been 
perceived an increasing occurrence of infectious diseases caused by 
various pathogenic bacteria that ultimately induce mortality, morbidity 
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and socio-economic losses [20]. Hence, it is not conceivable to eliminate 
pathogenic bacteria and as a consequence, increment in the dominance 
of bacteria comprising antibiotic resistant has inspired the research 
community to search for novel, efficient, harmless and robust antibac
terial agents [21,22]. Among prime classifications of antibacterial 
agents, organic antibacterial agents possess major limitations of insuf
ficient thermal stability and toxicity that shift concentration for the 
exploration of inorganic antibacterial agents [23,24]. Variations in 
synthesis methodologies create nanomaterials with diverse chemical 
constituents, shapes, crystalline structure, surface anchored chemical 
groups, specific surface area, etc., which enhance their inherent prop
erties to a substantial extent and as a result, improvement in antibac
terial activity could be anticipated [25,26]. In this respect, CuO 
nanostructures have been documented as ideal antibacterial candidates 
because of their inherent physical and chemical stability that facilitate 
facile interaction with biological molecules of diverse pathogenic 

bacteria for proficient antibacterial activity [27,28]. Another peculiar 
advantage of CuO nanostructures is their tendency to stimulate gener
ation of reactive oxygen species (ROS) and creation of appreciable 
oxidative stress for cytotoxicity and DNA impairment in pathogenic 
bacterial strains [29]. Moreover, electron donor–acceptor properties 
and high redox potential of CuO nanostructures enable their cell wall 
binding and interference with nucleic acids that eventually cause 
destruction of bacteria [30–32]. 

The methods commonly followed to prepare CuO nanostructures are 
chemical precipitation [33], wet chemical [34], solvothermal [35], 
sol–gel [36], hydrothermal [37], chemical bath deposition [38], elec
trochemical [39], microwave irradiation [40], sputtering [41], sono
chemical [42], laser ablation [43] and thermal decomposition [44]. 
Nevertheless, the synthesis of CuO nanostructures by these prevalent 
chemical and physical routes cannot be recognized as convenient 
because they are occasionally complex, take long reaction time, require 

Fig 1. XRD profiles of CuO nanostructures green synthesized using (a) V. negundo and (b) E. milii leaf extracts.  

Table 1 
XRD parameters derived from XRD patterns of CuO nanostructures green synthesized using (a) V. negundo and (b) E. milii leaf extracts.  

Peak Position, 2θ (◦)  h k l FWHM d-Spacing Crystalline Size (nm) Lattice Strain 

(a) (b) (a) (b) (a) (b) (a) (b) (a) (b)  

32.46  32.45 1 1 0  0.5196  0.5196  2.7583  2.7603  16.64  16.64  0.0078  0.0078  
35.52  35.51 − 1 1 1  0.3464  0.3464  2.5273  2.5279  25.16  25.16  0.0047  0.0047  
38.74  38.70 1 1 1  0.3464  0.3464  2.3246  2.3268  25.40  25.40  0.0043  0.0043  
48.76  48.78 − 2 0 2  0.3464  0.4330  1.8675  1.8669  26.31  21.05  0.0033  0.0042  
53.46  53.39 0 2 0  0.3464  0.4330  1.7140  1.7160  26.83  21.46  0.0030  0.0038  
58.27  58.20 2 0 2  0.3464  0.4330  1.5834  1.5851  27.43  21.94  0.0027  0.0034  
61.52  61.51 − 1 1 3  0.3464  0.3464  1.5073  1.5076  27.88  27.88  0.0025  0.0025  
66.19  66.21 − 3 1 1  0.3464  0.3464  1.4119  1.4115  28.60  28.60  0.0023  0.0023  
67.98  67.93 1 1 3  0.4330  0.5196  1.3790  1.3799  23.12  19.26  0.0028  0.0034  
72.36  72.30 3 1 1  0.3464  0.4330  1.3060  1.3069  29.68  23.74  0.0021  0.0026  
75.02  74.99 − 2 2 2  0.5196  0.6061  1.2660  1.2665  20.14  17.25  0.0030  0.0034  
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Fig 2. Rietveld refinement patterns of CuO nanostructures green synthesized using (a) V. negundo and (b) E. milii leaf extracts.  

Table 2 
Refined crystallographic parameters of CuO nanostructures green synthesized 
using V. negundo and E. milii leaf extracts.  

Crystallographic 
parameter 

CuO nanostructure green synthesized using 

V. negundo leaf extract E. milii leaf extract 

Crystal System Monoclinic Monoclinic 
Space Group C2/c C2/c 
Lattice Parameters a = 4.6917(4) Å 

b = 3.4328(3) Å 
c = 5.1391(5) Å 
α = γ = 90◦, β = 99.371 
(4)◦

a = 4.6916(5) Å 
b = 3.4296(4) Å 
c = 5.1370(6) Å 
α = γ = 90◦, β = 99.436 
(5)◦

Unit Cell Volume V = 81.665(13) Å3 V = 81.537(16) Å3 

Rp (%) 
Rwp (%) 
χ2 

2.67 
4.20 
1.40 

2.67 
4.15 
1.50  

Table 3 
Atomic coordinates and occupancy of CuO nanostructures derived from Rietveld 
refinement analysis.  

Atomic coordinates of CuO nanostructures green synthesized using V. negundo 
leaf extract 

Atom x y z Occ. Ueq (Ǻ2) 

Cu 0.25 0.25 0 1 0.00434 
O 0 0.42 0.25 1 0.00250 
Atomic coordinates of CuO nanostructures green synthesized using E. milii leaf 

extract 

Atom x y z Occ. Ueq (Ǻ2) 

Cu 0.25 0.25 0 1 0.00843 
O 0 0.43 0.25 1 0.00030  
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high-cost/sophisticated equipment, produce unsafe byproducts due to 
the usage of hazardous chemicals and demand high temperature & 
pressure environments [45,46]. Alternatively, the synthesis of nano
structures through green synthesis methods has gained auspicious 
attention in diverse domains of nanotechnology [47]. The natural 
chemical constituents derived from the extracts of plant parts facilitate 
an ideal pathway to synthesize semiconductor metal oxide nano
structures in an eco-friendly manner with added advantages of consid
erable cost reduction and elimination of harmful synthetic chemicals to 
act as reducing and stabilizing agents, biodegradable nature with 
biocompatibility, simple synthesis protocols and abundant biomolecules 
presence [10,48,49]. Moreover, the green synthesis of nanomaterials 
facilitates effectual reduction of particles size, formation of peculiar 
morphologies and improved production of reactive oxygen species for 
potential antibacterial application [50]. Earlier investigations on green 
synthesis of CuO nanostructures using extracts of Cynodon dactylon and 
Cyperus rotundus grasses [3] and leaves of Hibiscus cannabinus [10], 
Simarouba glauca [51], and Moringa oleifera [32] plant species have 
demonstrated conspicuous antibacterial performance against patho
genic bacteria. 

By taking the above stated facts into account and also with the 
anticipation of obtaining different morphologies and high antibacterial 
activity, in the present study, we have used Vitex negundo and Euphorbia 
milii leaf extracts as eco-friendly and cost-free reducing/structure 
directing agents to synthesis CuO nanostructures and their antibacterial 
activity has been assessed against selected pathogenic bacteria. In terms 
of novelty, this work is devoted to green synthesis of diverse CuO 
nanostructures using Vitex negundo and Euphorbia milii leaf extracts, 
since numerous works in the past demonstrated green synthesis of 
semiconductor nanoparticles rather than different semiconductor 

nanostructures. 

2. Materials and methods 

2.1. Chemicals and reagents 

High pure copper nitrate trihydrate (Cu(NO3)2⋅3H2O; ≥99.5 %) was 
purchased from Merck. Mueller Hinton Agar medium was supplied by 
Himedia. Commercial antibiotic, vancomycin (C66H75Cl2N9O24) was 
supplied by Merck. Bacillus cereus, Staphylococcus aureus, Escherichia coli 
and Pseudomonas aeruginosa bacterial strains were purchased from 
Institute of Microbial Technology (IMTECH), India. Double distilled 
water was used for experimental works and washings. 

2.2. Synthesis of copper oxide (CuO) nanostructures 

Fresh leaves of Vitex negundo (V. negundo) and Euphorbia milii 
(E. milii) plants were plucked from respective plants grown in Pavakkal 
Village, Krishnagiri District and Sri Vidya Mandir Arts & Science College 
(Autonomous) Campus, Katteri Village, Tamil Nadu, India. The leaves 
were initially washed in tap water to remove dust particles found on 
their surface and thereafter cleaned using distilled water thrice and 
dried under dark condition. Subsequently, the leaves (5 g each) were 
weighed separately and cut into pieces using scissor. The leaf fragments 
were grounded for 15 min and the obtained leaf pastes were taken in 
beakers having distilled water (150 mL). The beakers were subjected to 
magnetic stirring at 600 rpm with heating at 80 ◦C for 1 h. Each 30 mL of 
V. negundo and E. milii filtered leaf extracts were taken separately in two 
beakers and Cu(NO3)2⋅3H2O (1 g) was added under stirring at 80 ◦C. The 
reduction of Cu2+ ions and subsequent formation of Cu(OH)2 were 
confirmed by the color change of solutions from bluish to dark green. 
The stirring process was sustained till the solutions transformed in the 
form of green color pastes, which were rinsed thrice using distilled water 
to eliminate ionic impurities and surplus biomolecules. Finally, the 
generated precipitates were transferred to silica crucibles and sintered at 
350 ◦C for 2 h during which, green color precipitates were turned into 
dark color powders that confirmed formation of CuO nanostructures. 

2.3. Characterization 

XRD profiles of synthesized CuO samples were recorded in PAN
alytical X’pert3 powder X-ray Diffractometer with CuKα radiation (λ =
1.5418 Å). Structural investigations were carried out by Rietveld 
refinement method using FullProf Suite Programmed Software. 
Elemental analyses were performed in EDS-BRUKER nano EDAX spec
troscopy (GmbH, D-12489, Germany). FTIR spectra were taken using 
PerkinElmer FTIR spectroscopy (Spectrum Two). UV–vis diffuse reflec
tance spectra of CuO samples were recorded through UV 3000 Spec
trophotometer (LABINDIA). FESEM images were recorded using field 
emission scanning electron microscopy (FEG Quanta 250). 

2.4. Antibacterial activity assessment 

The antibacterial activity of prepared CuO nanostructures was 
investigated through well diffusion method. Initially, liquid Mueller 
Hinton agar media and petri dishes were sterilized in an autoclave at 
121 ◦C and 15 lbs for 30 min. Under aseptic conditions in laminar 
airflow chamber, agar media (20 mL) was dispensed in petri dish to get 
uniform depth of 4 mm. After solidification of media, 18 h culture of 
Gram-positive bacteria (Bacillus cereus and Staphylococcus aureus) and 
Gram-negative bacteria (Escherichia coli and Pseudomonas aeruginosa) 
were swabbed on the surface of agar plates. A cork borer was used to 
create wells, followed by loading CuO nanostructure samples (7 and 14 
mg/mL) and vancomycin (30 μg/disc) as a positive control in distinct 
wells. Finally, the plates were incubated at 37 ◦C for 24 h to detect in
hibition zones. 

Fig 3. Crystal structure of CuO nanostructures green synthesized using (a) 
V. negundo and (b) E. milii leaf extracts. 
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Fig 4. EDS spectra of CuO nanostructures green synthesized using (a) V. negundo and (b) E. milii leaf extracts. Insets show atomic and weight percentages of Cu and O 
elements present in CuO nanostructures. 
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3. Results and discussion 

3.1. Structural assessment 

Crystalline structure and phase of CuO nanostructures green syn
thesized using V. negundo and E. milii leaf extracts were assessed by X-ray 
diffractometer (XRD). XRD profiles of CuO nanostructures in Fig. 1 
display eleven characteristic diffraction peaks between diffraction an
gles (2θ) of 25 and 80◦. XRD profiles of both the CuO nanostructures are 
comprised of well-defined and sharp diffraction peaks with narrow 
width that discloses their high crystallinity. The XRD parameters 
derived from the XRD patterns of CuO nanostructures are given in 

Table 1. Diffraction peaks located at 2θ values of 32.46, 35.52, 38.74, 
48.76, 53.46, 58.27, 61.52, 66.19, 67.98, 72.36, & 75.02◦ and 32.45, 
35.51, 38.70, 48.78, 53.39, 58.20, 61.51, 66.21, 67.93, 72.30, & 74.99◦

for the CuO nanostructures green synthesized using V. negundo and 
E. milii leaf extracts are matched well to the diffraction planes of (110), 
(− 111), (111), (− 202), (020), (202), ( − 113), ( − 311), (113), 
(311), and (− 222), respectively. This signifies the formation of single- 
phase and monoclinic crystal structured CuO nanostructures. Non- 
appearance of diffraction peaks corresponding to impurities in the 
XRD patterns discloses phase purity of the CuO nanostructures. 

By Debye–Scherrer formula (D = kλ/β cos θ) and FWHM of obtained 
diffraction peaks, the average crystalline sizes of CuO nanostructures 
green synthesized using V. negundo and E. milii leaf extracts are esti
mated as 25.20 and 22.58 nm, respectively. The strain (εstr) developed in 
CuO nanostructures to lattice misfit was calculated by the formula εstr =

β/4 tan θ [52,53]. The average values of strain (εstr) calculated for the 
CuO nanostructures green synthesized using V. negundo and E. milii leaf 
extracts are 0.0035 and 0.0039, respectively which discloses their better 
crystallinity and high quality. Decisively, the XRD results unveil that 
biomolecules present in the V. negundo and E. milii leaf extracts have 
performed indispensable roles of reducing and stabilizing agents for the 
formation of CuO nanostructures. 

3.2. Rietveld refinement analysis 

Structural parameters of CuO nanostructures green synthesized using 
V. negundo and E. milii leaf extracts were refined through the Rietveld 
refinement method and the obtained refinement patterns are shown in 
Fig. 2. The refinement was carried out by FullProf Suite Programmed 
Software that employed Pseudo-Voigt function to fit several parameters 
to data point. The red and black color lines in Fig. 2 denote calculated 
and observed data, respectively. The blue line indicates variation be
tween calculated and observed data whereas, the green line designates 
Bragg position. The refined crystal structure was drawn using VESTA 
Software. Conspicuously, all the reflections of CuO nanostructures green 

Fig 5. FTIR spectra of CuO nanostructures green synthesized using (a) V. negundo and (b) E. milii leaf extracts.  

Fig 6. UV–Vis diffuse reflectance spectra of CuO nanostructures green syn
thesized using (a) V. negundo and (b) E. milii leaf extracts. 
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synthesized using V. negundo and E. milii leaf extracts are matched well, 
disclosed purity in phase and absence of reflections related to foreign 
substances, such as Cu, Cu2O and Cu(OH)2, which indicates formation of 
pristine and crystalline structured CuO through the present green syn
thesis route. The harmonized peak positions and intensities precisely 
designates good refinement. The experiential reflections of both the CuO 
nanostructures can be well indexed to pristine monoclinic unit cell 
having space group of C2/c, which are in accordance with the observed 
XRD patterns. The refined crystallographic parameters including lattice 
parameters of green synthesized CuO nanostructures are listed in 
Table 2. 

Lattice constants obtained through the Rietveld refinement method 
are a = 4.6917(4) Å, b = 3.4328(3) Å, c = 5.1391(5) Å, α = γ = 90◦, β =
99.371(4)◦ and a = 4.6916(5) Å, b = 3.4296(4) Å, c = 5.1370(6) Å, α = γ 
= 90◦, β = 99.436(5)◦ for the CuO nanostructures green synthesized 
using V. negundo and E. milii leaf extracts, respectively. Meanwhile, 
satisfactory convergence factors (Rp = 2.67 %, Rwp = 4.20 %, χ2 = 1.40 
and Rp = 2.67 %, Rwp = 4.15 %, χ2 = 1.50) were obtained through the 
refinement method for the CuO nanostructures green synthesized using 
V. negundo and E. milii leaf extracts, respectively. Atomic coordinates 
and occupancy of the CuO nanostructures obtained from the Rietveld 
refinement analysis are given in Table 3. Refined crystal structures of the 
CuO nanostructures green synthesized using V. negundo and E. milii leaf 
extracts exhibit that each copper atom is coordinated by four coplanar 
oxygen atoms to create nearly a rectangular parallelogram whereas, the 
oxygen coordination polyhedron has four copper atoms at corners of a 
distorted tetrahedron (Fig. 3). 

3.3. Elemental and purity examination 

Elements presence and purity of the green synthesized CuO nano
structures were ascertained by energy-dispersive X-ray spectroscopy 
(EDS) and the recorded EDS spectra are exemplified in Fig. 4. The EDS 
spectra apparently depict peaks corresponding to copper (Cu) and ox
ygen (O) elements that revealed formation of pristine CuO through the 
present green synthesis route. The atomic and weight percentages of Cu 

and O elements present in the CuO nanostructures determined through 
EDS analysis are shown in the insets of Fig. 4. The atomic percentage of 
Cu and O elements present in the CuO nanostructures green synthesized 
using V. negundo and E. milii leaf extracts is 53.94 & 46.06 % and 57.79 
& 42.21 %, respectively. Meanwhile, the weight percentage of Cu and O 
elements found in the CuO nanostructures green synthesized using 
V. negundo and E. milii leaf extracts is 82.30 & 17.70 % and 84.46 & 
15.54 % respectively. Hypothetically, the expected stoichiometric 
weight proportion of Cu and O elements in CuO is 79.89 and 20.11 %, 
respectively. Contradictorily, the CuO nanostructures green synthesized 
using V. negundo and E. milii leaf extracts exhibited increment in the Cu 
weight percentage of 2.41 and 4.57 % and decrement in the same weight 
percentage of O, respectively with respect to their corresponding stoi
chiometric weight percentage that discloses emergence of oxygen va
cancies in the CuO nanostructures. The variations observed between 
theoretical and practical weight percentage values might be credited to 
organic remains originated from biomolecules of V. negundo and E. milii 
leaf extracts during the synthesis process and consequently, oxygen 
vacancies could be created in the CuO nanostructures [54]. The rela
tively high oxygen vacancy noticed for the CuO nanostructure green 
synthesized using E. milii leaf extract would be a beneficial property for 
better antibacterial activity [55,56]. In addition to the elemental peaks 
of Cu and O, the EDS spectra of CuO nanostructures display a meager 
intensity peak at ~2.2 keV that can be assigned to gold (Au), which was 
used as a coating material in the grid to deposit the green synthesized 
CuO nanostructures prior to the EDS analysis [57]. Besides the peaks of 
Cu, O, and Au, the non-occurrence of peaks pertaining to impurities in 
the EDS spectra disclose purity of the green synthesized CuO 
nanostructures. 

3.4. Functional groups identification 

Functional groups present in the CuO nanostructures green synthe
sized using V. negundo and E. milii leaf extracts were determined through 
FTIR analysis (Fig. 5). Strong absorption peaks noticed at 538.22 cm− 1 

for the CuO nanostructure prepared using V. negundo leaf extract and 

Fig 7. Tauc plots of CuO nanostructures green synthesized using (a) V. negundo and (b) E. milii leaf extracts.  
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Fig 8. (a–d) SEM images and (e) size distribution curve of CuO nanostructures green synthesized using V. negundo leaf extract.  
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absorption peaks found at 538.22 and 594.07 cm− 1 for the CuO nano
structure prepared using E. milii leaf extract are due to asymmetrical 
stretching vibration of Cu–O [58,59]. The bands that appeared at 
1036.00 and 1099.13 cm− 1 can be ascribed to C–O stretching modes of 
phytochemicals associated with V. negundo and E. milii leaf extracts [60]. 
Meager absorption bands positioned at 1638.19 and 1645.47 cm− 1 can 
be credited to presence of amino groups in phenolic compounds of 
V. negundo and E. milii leaf extracts that might take part in regulating the 
size and shape of the CuO nanostructures [61]. Little absorption of at
mospheric water molecules by CuO nanostructures is reflected in low 
intense absorption peaks detected at 3348.44, 3460.13 and 3446.37 

cm− 1 [3,54]. 

3.5. UV–Vis absorption analysis 

UV–Vis diffuse reflectance spectra of CuO nanostructures green 
synthesized using V. negundo and E. milii leaf extracts were recorded 
between 200 and 1000 nm to examine their absorption property and the 
resultant spectra are illustrated in Fig. 6. Diffuse reflectance spectra of 
both the CuO nanostructures display wide absorption in visible region 
between 400 and 700 nm that discloses d-d charge transfer transition of 
Cu2+ ions [62,63]. The UV absorption form 320 nm to 400 nm reveals 

Fig 9. (a–d) SEM images and (e) size distribution curve of CuO nanostructure green synthesized using E. milii leaf extract.  
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Cu2+ - O2 - Cu2+ charge transfer transition and absorption between 200 
and 280 nm designates O2− (2p) → Cu2+ (3d) charge transfer transition 
in the CuO nanostructures [64]. 

Band gap of the CuO nanostructures was calculated by the following 
Tauc’s relation.  

(αhν)n = B(hν − Eg)                                                                              

where, B is a constant associated with CuO nanostructures, hν is 
photon energy (eV), h is Planck’s constant, ν is photon frequency, Eg is 
band gap (eV) and n is an exponent. Plot of (αhν)2 versus hν is shown in 
Fig. 7. The calculated Eg value of CuO nanostructures green synthesized 
using V. negundo and E. milii leaf extracts is 1.43 and 1.47 eV, respec
tively, which are lower than that of bulk CuO. This can be credited to 
quantum confinement effect of nano-sized CuO crystals. Sharp edge 
absorbance with linear tail property unveils better crystallinity of the 
green synthesized CuO nanostructures that is well supported by corre
sponding XRD results. 

3.6. Morphological investigation 

The surface morphology of CuO nanostructures was examined by 
FESEM. Fig. 8 (a–d) shows FESEM images of CuO nanostructure pre
pared using V. negundo leaf extract. The low magnification FESEM im
ages (Fig. 8 (a) and (b)) display aggregated CuO nanostructure however, 
their shape and size range could not be precisely determined. In 
contrast, the high magnification FESEM images (Fig. 8 (c) and (d)) un
doubtedly envisage hierarchical morphology of CuO nanostructure 
comprised of small CuO nanoparticles/nanorods. It is presumed that the 
CuO nanoparticles might merge on CuO nanorods surface and form hi
erarchical CuO nanoparticles/nanorods morphology. Size distribution 
analysis (Fig. 8 (e)) performed by ImageJ software unveils that the size 
of hierarchical CuO nanoparticles/nanorods is distributed between 80 
and 180 nm with a mean size of 120 nm ± 0.5 nm. Fig. 9 (a–d) illustrates 
FESEM images of CuO nanostructure green synthesized using E. milii leaf 
extract. The FESEM images (Fig. 9 (a) and (b)) exhibited aggregated CuO 
nanostructure having uniformly distributed CuO nanoparticles. Indeed, 
the FESEM images (Fig. 9 (c) and (d)) confirm the existence of sphere- 

Fig 10. Antibacterial activity of CuO nanostructures green synthesized using V. negundo leaf extract.  
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like CuO nanoparticles. It is apparent that the phytochemicals present in 
V. negundo and E. milii leaf extracts act as reducing and capping agents 
for Cu(OH)2 nanostructures formation and succeeding calcination leads 
to transformation of CuO nanostructures. The CuO nanoparticles have a 
size range of 70 nm to 160 nm with a mean size of 112 ± 0.5 nm (Fig. 9 
(e)). The deep observation of particle size distribution curves indicates 
that relatively a greater number of hierarchical CuO nanoparticles/ 
nanorods are distributed in a lower size range when compared to sphere- 
like CuO nanoparticles. Hence, the hierarchical CuO nanoparticles/ 
nanorods morphology may provide relatively a large specific surface 
area and as a consequence, better interaction with bacteria is anticipated 
during antibacterial activity. 

3.7. Antibacterial activity assessment 

The antibacterial activity of green synthesized CuO nanostructures 
was evaluated against selected pathogenic bacterial strains to exploit 
them as potential antibacterial agents. Bacillus cereus, Staphylococcus 

aureus, Escherichia coli and Pseudomonas aeruginosa were utilized as trial 
bacteria to assess antibacterial activity and vancomycin was used as a 
positive control. Results of antibacterial activity unveiled by CuO 
nanostructures green synthesized using V. negundo and E. milii leaf ex
tracts are shown in Figs. 10 and 11, respectively and related data are 
provided in Table 4. The CuO nanostructures synthesized by V. negundo 
and E. milii leaf extracts exhibited dissimilar antibacterial activity 
against Gram-positive and Gram-negative bacteria. Among the bacteria, 
the highest antibacterial activity was recorded against B. cereus and 
S. aureus bacteria with ZOI value of 24 mm for CuO nanostructure 
concentration of 14 mg/mL synthesized using V. negundo leaf extract, 
and similar ZOI was noticed against E. coli for CuO nanostructure pre
pared using E. milii leaf extract. Meanwhile, CuO nanostructure (7 mg/ 
mL) synthesized by V. negundo leaf extract unveiled ZOI of 23 and 21 
mm, respectively against B. cereus and S. aureus, whereas ZOI value of 
18 mm was observed for CuO nanostructure obtained using E. milii leaf 
extract. Peculiarly, vancomycin (30 μg/disc) showed relatively inferior 
ZOI values of 21, 20, and 20 mm against B. cereus, S. aureus, and E. coli 

Fig 11. Antibacterial activity of CuO nanostructures green synthesized using E. milii leaf extract.  
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bacteria, respectively. However, relatively lower antibacterial activity 
was recorded against E. coli and P. aeruginosa with ZOI value of 22 mm 
for 14 mg/mL concentration of CuO nanostructure synthesized by 
V. negundo leaf extract, while ZOI values of 14 and 17 mm, respectively 
were detected against the same bacteria for CuO nanostructure con
centration of 7 mg/mL. The CuO nanostructure formed using E. milii leaf 
extract demonstrated ZOI of 21 and 20 mm, respectively against 
B. cereus and S. aureus bacteria at a concentration of 14 mg/mL, and 20 
and 18 mm ZOI were noticed against respective bacteria for CuO 
nanostructure concentration of 7 mg/mL. The least antibacterial activity 
was recorded against P. aeruginosa strain with ZOI of 19 and 16 mm, 
respectively for 14 and 7 mg/mL dosage concentrations of CuO nano
structure prepared using E. milii leaf extract. Meanwhile, the positive 
control, vancomycin showed the lowest antibacterial activity with a ZOI 
of 16 mm against P. aeruginosa. 

Significant differences in antibacterial activity observed can be 
attributed to external morphology and nature of bacteria [65], diverse 
resistance nature [66] and dosage-based antibacterial activity [67] of 
CuO nanostructures. Here, considerably higher antibacterial activity 
noticed for the CuO nanostructures against Gram-positive bacteria over 
Gram-negative bacteria can be credited to absence of external mem
brane in Gram-positive bacteria that might have induced insignificant 
interference against release of Cu2+ ions [68] from CuO nanostructures 
and their less resistive as well as more susceptibility nature of Gram- 
positive bacteria against CuO nanostructures. Conversely, inferior 
antibacterial activity displayed against Gram-negative bacteria is 
because of existence of outer membrane, which enables significant 
interference against Cu2+ ions release from CuO nanostructures and 
more resistant property of Gram-negative bacteria against CuO nano
structures. Antibacterial activity of CuO nanostructures reported in this 
work is compared with antibacterial activity of green synthesized CuO 
nanostructures reported in literatures (Table 5). 

3.8. Mechanism of antibacterial activity 

Usually, bacterial cells size is in the micrometer range and their 
cellular membrane pores have nanometer size. Interaction or contact of 
CuO nanostructures with bacterial cells could be due to electrostatic 
attraction [77], van der Waals forces [78], receptor–ligand [79] and 
hydrophobic interactions [80]. The antibacterial activity noticed here 
disclosed that the CuO nanostructures are effective in obstructing the 
growth/killing of chosen bacteria. Possible inherent mechanism for this 
antibacterial activity might be due to direct contact with outer cell 
membrane of bacteria and their influence in altering shape and function 
of the cell membrane. Generally, oxygen vacancy, size of CuO 

nanostructures and liberation of Cu2+ ions play crucial roles in inhib
iting bacteria [81]. CuO nanostructures interaction with bacteria 
liberate Cu2+ ions that adhere with cell surfaces and react with mem
brane protein, which helps enhanced cell permeability and thus, dis
turbs integrity of cell membrane. With damaged cell membrane, Cu2+

ions cross the bacterial membrane, enter the metabolic pathway and 
then interact with its basic parts, viz. DNA, mitochondria, enzymes, etc. 
Therefore, Cu2+ ions infiltrate into the cells surface that induces serious 
damage to DNA and intracellular parts through reactions. These re
actions produce ROS that causes strong oxidative stress in the cells, 
which is an important antibacterial mechanism. The CuO nanostructures 
generate all four types of reactive oxygen species (•OH, O2

− , O2, and 
H2O2) and as a consequence, they exhibit dissimilar levels of dynamics 
and activity [55]. In the present study, both the CuO nanostructures 
have considerable oxygen vacancies and therefore they could generate 
more ROS that led to significantly higher antibacterial activity against 
all the chosen bacteria over the antibacterial activity of positive control 
(vancomycin). As a consequence of the oxidative stress by higher ROS 
production environment leads to disruption of electron transport chain, 
degradation of DNA and mitochondria, change in cell membrane 

Table 4 
Antibacterial activity values of CuO nanostructures green synthesized using 
V. negundo and E. milii leaf extracts.  

Sl. 
No. 

Bacteria Zone of Inhibition in Diameter (mm) 

Concentration 
of CuO 
nanostructures 
green 
synthesized 
using 
V. negundo 
leaf extract 

Concentration 
of CuO 
nanostructures 
green 
synthesized 
using E. milii 
leaf extract 

Concentration 
of standard 
antibiotic 
(Vancomycin) 

7 mg/ 
mL 

14 
mg/ 
mL 

7 mg/ 
mL 

14 
mg/ 
mL 

30 μg/disc 

1. Bacillus cereus 23 24 20 21 21 
2. Staphylococcus 

aureus 
21 24 18 20 20 

3. Escherichia coli 14 22 18 24 20 
4. Pseudomonas 

aeruginosa 
17 22 16 19 16  

Table 5 
Comparison of antibacterial activity of green synthesized CuO nanostructures 
using V. negundo and E. milii leaf extracts with green synthesized CuO nano
structures reported in literatures.  

Plant Extract Bacteria ZOI 
(mm) 

Reference 

Cynodon dactylon grass B. cereus 24 [3] 
S. aureus 26 
E. coli 20 

Cyperus rotundus grass B. cereus 24 [3] 
S. aureus 24 
E. coli 26 

Hibiscus cannabinus leaf B. cereus 18 [10] 
S. aureus 26 
E. coli 14 

Moringa oleifera leaf B. cereus 26 [32] 
S. aureus 32 
E. coli 30 

Simarouba glauca leaf B. cereus 22 [51] 
S. aureus 24 
E. coli 28 

Hibiscus cannabinus flower B. cereus 18 [69] 
S. aureus 20 
E. coli 20 

Momordica charantia fruit B. cereus 32 [70] 
S. aureus 29 
E. coli 25 
P. aeruginosa 26 

Bauhinia tomentosa leaf E. coli 22 [71] 
P. aeruginosa 17 

Camellia sinensis leaf S. aureus 30 [72] 
E. coli 27 

Prunus africana bark S. aureus 30 [72] 
E. coli 26 

Eupatorium adenophorum leaf S. aureus 8 [73] 
E. coli 9 

Gloriosa superba L. leaf S. aureus 6 [74] 
E. coli 14 

Hagenia abyssinica (Brace) JF. Gmel. 
leaf 

S. aureus 15 [75] 
E. coli 13 
P. aeruginosa 13 

Sesbania grandiflora leaf S. aureus 15 [76] 
E. coli 14 
P. aeruginosa 19 

Vitex negundo leaf B. cereus 24 Present 
Work S. aureus 24 

E. coli 22 
P. aeruginosa 22 

Euphorbia milii leaf B. cereus 21 Present 
Work S. aureus 20 

E. coli 24 
P. aeruginosa 19  
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permeability, cell wall damage, enzyme disruption, protein damage and 
variations in gene expression [82,83] that ultimately kill bacteria 
[84,85] (Fig. 12). Besides the prime role of oxygen vacancies, the rela
tively higher antibacterial activity disclosed by the hierarchical CuO 
nanoparticles/nanorods green synthesized using V. negundo leaf extract 
when compared to sphere-like CuO nanoparticles synthesized by E. milii 
leaf extract can also be credited to large specific surface area of small 
size hierarchical CuO nanoparticles/nanorods, which could facilitate 
better interaction with bacteria and consequently, liberate more Cu2+

ions and produce more ROS for damaging cell components of bacteria. 

4. Conclusion 

A green route was followed to synthesize CuO nanostructures using 
V. negundo and E. milii leaf extracts. XRD profiles signified formation of 
single-phase and monoclinic-structured CuO without impurities. CuO 
nanostructures green synthesized using E. milii leaf extract showed lower 
average crystalline size of 22.58 nm when compared to CuO nano
structures (25.20 nm) green synthesized using V. negundo leaf extract. 
Experiential reflections for both the CuO nanostructures could be well 
indexed to pristine monoclinic unit cells having space group of C2/c that 
was in accordance with observed XRD patterns. EDS spectra depicted the 
presence of peaks corresponding to Cu and O elements that revealed 
pristine nature of the CuO nanostructures with oxygen vacancies. The 
band gap value of CuO nanostructures synthesized using V. negundo and 
E. milii leaf extracts was 1.43 and 1.47 eV, respectively. The FESEM 
images of CuO nanostructures green synthesized using V. negundo leaf 
extract disclosed the formation of hierarchical CuO nanoparticles/ 
nanorods morphology, whereas sphere-like CuO nanoparticles were 
produced by E. milii leaf extract. The CuO nanostructures disclosed 
considerably higher antibacterial activity against Gram-positive and 
Gram-negative bacteria over vancomycin, owing to oxygen vacancy and 
size-dependent generation of more reactive oxygen species. In 

particular, hierarchical CuO nanoparticles/nanorods prepared using 
V. negundo leaf extract revealed relatively higher antibacterial activity 
when compared to sphere-like CuO nanoparticles formed by E. milii leaf 
extract due to the lower size of hierarchical CuO nanoparticles/nano
rods. In the future, we will focus on preparing modified CuO nano
structures by metal/semiconductor nanoparticles using the present 
green synthesis protocol in view of improving the antibacterial activity. 
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Fig 12. Antibacterial activity mechanism of CuO nanostructures green synthesized using V. negundo and E. milii leaf extracts.  
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A B S T R A C T   

Zinc oxide nanoparticles (ZnO NPs) were formed through a simple green synthesis route using Vitex negundo 
(V. negundo) leaf extract as reducing and capping source. Morphological, structural, chemical and optical features 
of the prepared ZnO NPs were examined by field emission SEM, XRD, EDAX, PL, FTIR and UV–vis DRS, 
respectively. FESEM images precisely visualized morphology of the ZnO NPs as spherical with particles size 
ranges between 5 and 35 nm having a mean diameter of ~ 19 nm. XRD pattern revealed formation of hexagonal 
wurtzite structured ZnO NPs with high crystallinity. Further, the observed asymmetric stretching vibration of Zn- 
O bond confirmed the formation of hexagonal wurtzite structured ZnO NPs. Photocatalytic activity of the ZnO 
NPs was assessed against methylene blue (MB) dye degradation under natural sunlight illumination. Results of 
the photocatalytic experiment disclosed an impressive MB dye degradation efficiency of 98.50 % at 60 min. 
Moreover, green synthesized ZnO NPs exhibited a maximum mineralization (TOC removal) efficiency of 92.34 % 
at 5 h of sunlight illumination.   

1. Introduction 

Scientific domain of nanotechnology and associated research efforts 
have been advanced remarkably with the anticipation of synthesizing 
nano-sized particles in a confined size range of 1 nm to 100 nm [1,2]. 
Nanotechnology plays a crucial role in controlling materials by means of 
diverse synthesis protocols, namely hydrothermal, co-precipitation, 
sol–gel, ultrasonication, microwave irradiation, etc., to acquire nano
materials with unique physical, chemical, optical, electrical, and ther
mal properties [3,4]. Among different nanostructured materials, 
nanoparticles (NPs) have found variety of applications, owing to their 
exclusive properties, viz. size, shape, and surface area. In particular, 
utilization of NPs for catalytic applications is regarded as most signifi
cant [5]. In this context, diverse metal oxide semiconductor nano
particles have been discovered and extensively applied in scientific 
spheres of catalysis, medicine, optics, electronics, energy, materials 
chemistry, sensors, information technology, biomedical, and agriculture 
[6]. Among them, zinc oxide nanoparticles (ZnO NPs) have acquired 

widespread attention in research and industries because of their auspi
cious optoelectronic and catalytic properties, strong oxidation potential, 
better chemical stability, harmless, and low-cost [7]. 

Globally, water crisis has been emerged as a critical problem and as a 
consequence, it has attained substantial scientific and technological 
interest [8]. Worldwide, the steep growth in human population has 
accelerated industrial activities. Consequently, millions of gallons of 
synthetic dyes employed as coloring agents for clothes in textile in
dustries are discharged into aquatic bodies of natural environment in the 
form of wastewater [9,10]. Among the synthetic dyes, methylene blue 
(MB) used in several textile industrial processes encompasses complex 
compounds and their discharge through wastewater contains persistent 
organic contaminants [11]. The discharge of MB dye, even at its low 
concentration, has produced harmful effects on aquatic environments, 
viz. hindering photosynthesis process and endangering biodiversity by 
minimizing sunlight penetration and increasing oxygen (BOD and COD) 
needs, due to persistence nature, presence of large molecules and diffi
cult to degradation of MB dye [12,13]. In addition, the exposure of MB 
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containing wastewater induces skin allergies, toxicity, cell mutation, 
damage of central nervous system, and cancer in humans [14,15]. 
Hence, degradation of MB dye liberated through industrial effluents is 
crucial to protect human health, aquatic ecosystems, and environment. 
The effective removal of dye effluents from wastewater by conventional 
sewage treatment method is not conceivable, owing to its ineffectiveness 
in removing dye residuals [16]. Alternatively, metal oxide semi
conductor nanoparticles have been emerged as a promising photo
catalyst towards effective treatment of wastewater containing organic 
dye contaminants [17]. Photocatalysis is a cutting-edge alternative 
technology that operates under ambient conditions, typically at room 
temperature and atmospheric pressure. Unlike some alternative 
methods that may require harsh conditions, photocatalysis requires mild 
environment, reduces energy consumption, minimizes unwanted 
byproducts generation, promptly available and easily accessible. In 
addition, photocatalysis is versatile and applicable to the degradation of 
a wide range of pollutants, including organic dyes, pesticides and 
pharmaceuticals. Its effectiveness extends across various industries, 
such as wastewater treatment, air purification, and degradation of pol
lutants in different environmental matrices [18]. 

Photocatalytic degradation of a pollutant by synthesized semi
conductor nanoparticles can be performed by determining the degra
dation of pollutant under sunlight illumination at a specified time 
duration. If a discrepancy occurs between band gap energy of the 
semiconductor nanoparticles and energy of the light illumination, 
photodegradation phenomenon of pollutant takes place. When the light 
illumination has energy greater than the band gap energy, valence band 
electrons acquire energy and move to the conduction band by excitation. 
Consequently, the holes are created in the valence band due the shifted 
electrons, which is succeeded by half-reactions of reduction and oxida
tion with electrons and holes, respectively that discloses occurrence of 
photocatalytic degradation of pollutant [19,20]. In this context, ZnO 
NPs have obtained huge attention towards catalytic and photocatalytic 
applications owing to their high electrochemical stability and electro
catalytic property [7,21]. Specifically, ZnO NPs as photocatalyst is a 
versatile and promising solution for addressing diverse environmental 
challenges. Moreover, the ZnO NPs possess a wide band gap energy 
(~3.37 eV), allowing them to effectively absorb ultraviolet (UV) light. 
This property enables ZnO NPs to generate electron-hole pairs upon 
exposure to light illumination that leads to powerful redox reactions 

Fig. 1. Schematic illustration of ZnO NPs synthesis using V. negundo leaf extract.  
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Fig. 2. FESEM images (a–d) and particle size distribution curve (e) of green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 
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[22]. The high photocatalytic activity of ZnO NPs makes them effective 
in degrading organic pollutants, mitigating environmental contamina
tion and promoting overall sustainability. Further, the ZnO NPs exhibit 
excellent photostability, ensuring their prolonged and consistent per
formance under continuous exposure to light illumination [23]. This 
durability is essential for sustained photocatalytic reactions, making 
ZnO NPs suitable for long-term applications in wastewater treatment, air 
purification and other environmental remediation processes. The band 
gap energy of ZnO NPs can be tuned by adjusting their size, shape and 
morphology. This tunability allows researchers to customize photo
catalytic properties of the ZnO NPs, optimizing them for specific appli
cations. Tailoring the band gap energy of ZnO NPs widens the scope of 
potential uses, from efficient energy conversion to targeted pollutant 
degradation [24–29]. 

Meanwhile, reducing the band gap energy of semiconductor nano
materials to place them within the visible range through techniques, 
such as doping or creating composites [30–33] with other materials is a 
complex process with inherent limitations. The intrinsic band gap en
ergy of ZnO, which is approximately 3.37 eV, is primarily determined by 
its crystalline structure and electronic properties. Achieving a 

substantial reduction in the band gap energy to place it within the visible 
range is challenging due to the fundamental characteristics of the ZnO 
material. Introducing dopants into the ZnO lattice to modify the band 
gap energy often faces challenges related to the size and charge 
compatibility of the dopant ions. Meanwhile, the size of the dopant 
should be such that it can be successfully incorporated into the ZnO 
lattice without causing significant structural distortions. The solubility 
limits of dopants in ZnO can restrict the degree to which the band gap 
energy can be effectively modified. Beyond certain concentrations, 
dopants may form segregated phases or induce defects, limiting their 
ability to influence the band gap energy and overall optical properties. 
In addition, creating composites with other materials involves chal
lenges in achieving a homogeneous distribution of the additional ma
terials within the ZnO matrix. The synthesis process needs to be carefully 
controlled to avoid phase separation, uneven distribution or unintended 
modifications to the ZnO structure. Moreover, some dopants or com
posite materials may not be compatible with overall goals of the appli
cation. Environmental concerns, toxicity, and long-term stability are 
important factors to be considered when selecting materials for band 
gap energy modification. 

Fig. 3. XRD pattern of green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 

Table 1 
XRD parameters of green synthesized ZnO NPs.  

Position [◦2Th.] (h k l) FWHM [◦2Th.] d-spacing [Å] Crystallite size (nm) Lattice strain Dislocation density 
(nm¡2)  

31.78 (100)  0.5196  2.816  16.60  0.00797  0.00363  
34.41 (002)  0.4330  2.605  20.05  0.00610  0.00249  
36.25 (101)  0.5156  2.478  16.80  0.00692  0.00354  
47.52 (102)  0.6061  1.913  14.95  0.00601  0.00447  
56.58 (110)  0.5196  1.627  18.13  0.00421  0.00304  
62.80 (103)  0.6061  1.479  16.04  0.00433  0.00389  
66.40 (200)  0.4330  1.407  22.89  0.00289  0.00191  
67.90 (112)  0.6061  1.381  16.50  0.00393  0.00367  
68.95 (201)  0.4330  1.361  23.25  0.00275  0.001849  
72.48 (004)  0.5196  1.304  19.84  0.00309  0.00254  
76.92 (202)  0.6927  1.240  15.33  0.00380  0.00426  
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In recent years, green synthesis of nanoparticles has been attained 
immense attention, due to its capability of producing harmless nano
particles in low-cost and environment friendly manner [34–36]. Among 
the biological sources available, plant parts have been demonstrated as 
ideal candidates since they can facilitate superior platform for green 
synthesis of nanoparticles, cost competitiveness, absence of toxic 
chemicals, faster reaction rate, and formation of more stable nano
particles over other biological sources [37–39]. Green synthesis meth
odologies rely on primary and secondary metabolites, such as amino 
acids, alkaloids, enzymes, phenolics, terpenoids, vitamins, proteins, 
saponins, tannins, quinones, etc., which perform pivotal roles of 
reducing agent for the reduction of metal ions from the precursor salt 
and stabilization of the metal ions [40,41]. These biomolecules not only 
accountable for capping and post surface modification of green syn
thesized nanoparticles but also circumvents their aggregation [42,43]. 
Recent reports demonstrate that extracts obtained from leaves of diverse 
plant species, namely Cynodon dactylon and Cyperus rotundus [44], Ficus 
carica [45], Moringa oleifera [46], Hibiscus cannabinus [47], Simarouba 
glauca [48], Euphorbia milii [49,50] and Solanum trilobatum [51] can be 
employed as ideal candidates for synthesizing metal oxide semi
conductor nanoparticles. 

The synthesis of ZnO NPs using plant extracts has garnered signifi
cant interest for its eco-friendly and cost-effective approach. Among 
various plant sources, Vitex negundo (V. negundo) plant leaf extract 
stands out as a superior choice by offering distinct advantages over other 
plant extracts, such as H. cannabinus, E. milii and M. oleifera leaf extracts. 
The leaf of V. negundo is rich in phytochemicals, including flavonoids, 
alkaloids and polyphenols, which act as potent reducing agents. These 
phytochemicals play a crucial role in the reduction of zinc ions to form 
ZnO NPs. Additionally, the secondary metabolites present in the 
V. negundo extract, such as terpenoids and saponins act as effective 
stabilizing and capping agents during the synthesis process. These 
compounds contribute to the controlled growth and stabilization of ZnO 
NPs, ensuring their uniform size and preventing agglomeration for po
tential applications [52]. Green synthesized ZnO NPs exhibit distinctive 
physicochemical properties, owing to the inherent bioactive compounds 
present in the plant extracts used during synthesis. The organic moieties 
from the plant extracts impart additional functional groups on ZnO NPs 
surface, creating an unique and synergistic interplay that enhances 
photocatalytic performance of the ZnO NPs. In addition, it often results 
in ZnO NPs with higher surface area and more exposed active sites. This 
increased surface area promotes better interaction with incident light 
and boosts the availability of reactive sites for photocatalytic reactions. 
This synergistic interactions between ZnO matrix and organic com
pounds enhance the generation and separation of charge carriers 
(electron-hole pairs), resulting in accelerated redox reactions and 
consequently, occurrence of elevated photocatalytic activity [53,54]. 

By taking account on the above stated facts and also to fulfill the 
research gap, this work was designed to synthesis ZnO NPs using Vitex 
negundo (V. negundo) leaf extract. The synthesized ZnO NPs were sub
jected to morphological, structural, elemental, chemical, and optical 
analysis. Finally, catalytic activity of the ZnO NPs was evaluated against 

Fig. 4. EDAX spectrum of green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 

Table 2 
Weight and atomic percentage of Zu and O elements present in ZnO NPs.  

Element Weight 
Percentage 
(%) 

Atomic 
Percentage (Wt%) 

Zn 97.13 89.24 
O 2.87 10.76 
Total Percentage (%) 100 100  
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MB dye degradation under natural sunlight illumination. 

2. Experimental details 

2.1. Materials 

Zinc nitrate hexahydrate (Zn(NO3)2⋅6H2O) purchased from Merck 
was employed for ZnO NPs synthesis. Healthy and fresh leaves of 
V. negundo plant were collected from Sunnampatti Village licated in 
Uthangarai Taluk of Krishnagiri District, Tamil Nadu, India. Methylene 
blue dye was procured from Sigma-Aldrich. Deionized double distilled 
water was used for experiments and cleaning purpose. 

2.2. Preparation of ZnO NPs 

Pretreated V. negundo leaves (5 g) were taken in a mortar and 
grounded using a pestle until to get a fine paste. The obtained paste was 
dispersed in 100 ml double distilled water and stirred (660 rpm) under 
heating at 80 ◦C for 1 h. The ensuing leaf extract was filtered using filter 
paper. About 30 ml of leaf extract was taken in a beaker and it was 
heated at 80 ◦C under constant stirring While extract reached 80 ◦C 

temperature, about 1 g of Zn(NO3)2⋅6H2O was added to the extract so
lution under stirring and the heating was continued till the extract 
transformed into a fine paste. In this step, color of solution was changed 
and the stirring was progressed till the solution was transformed into 
paste, which disclosed development of Zn(OH)2. Then, the paste was 
washed several times by distilled water to remove nitrate ions and 
surplus biological molecules of V. negundo leaf extract. Finally, the Zn 
(OH)2 was calcined at 350 ◦C for 2 h in which, the precipitate color was 
changed from light yellow to clear white that unveiled emergence of 
ZnO NPs as a consequence of oxidation process (Fig. 1). 

2.3. Characterization 

The prepared ZnO NPs was characterized by FESEM, XRD, EDAX, PL, 
FTIR and UV–vis diffuse reflectance spectroscopy. FESEM images were 
taken in VEGA 3 TESCAN SEM. XRD patterns were recorded using 
PANalytical X’pert3 powder XRD with Cu Kα radiation (λ = 1.5418 Å). 
EDAX spectrum was documented by Bruker EDX spectrometer. UV–vis 
absorption spectrum of ZnO NPs was recorded using UV–vis diffuse 
reflectance spectrophotometer (UV-2550, Shimadzu, Japan) integrated 
with Diffuse Reflectance Accessary (ISR 2200). Photoluminescence 
spectrum was taken in fluorescence spectrophotometer (Varian Cary 
Eclipse). FTIR spectrum was recorded using PerkinElmer FTIR spec
trometer (Spectrum Two). 

2.4. Photocatalytic performance investigation 

Photocatalytic performance of green synthesized ZnO NPs was 
evaluated under natural sunlight illumination. Briefly, ZnO NPs (0.09 g) 
was dispersed in 150 mL of 20 μM MB dye solution. Preceding to pho
tocatalytic experiment, MB dye solution was subjected to stirring in dark 
for 30 min to attain adsorption–desorption equilibrium. An appropriate 
volume (5 ml) of MB dye solution was withdrawn and its concentration 
was recorded using UV–Vis Spectrophotometer (Hitachi Double Beam, 
Model No. UH5300). Then, MB dye solution with ZnO NPs was kept 
under sunlight illumination at constant stirring and change in MB dye 

Fig. 5. Rietveld refinement analysis plot of ZnO NPs green synthesized using V. negundo leaf extract. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 

Table 3 
Crystallographic parameters of green synthesized ZnO NPs derived from Riet
veld refinement analysis.  

Refined crystallographic parameters of green 
synthesized ZnO NPs 

Crystal System Hexagonal 
Space Group P63mc 
Lattice Parameters a = b = 3.24040 Å 

c = 5.1993(4) Å 
α = β = 90◦ γ = 120◦

Unit Cell Volume V = 47.280(3) Å3 

Rp (%) 
Rwp (%) 
χ2 

7.624 
10.917 
2.845  
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solution concentration was detected at time interval of 10 min. Degra
dation percentage of MB dye was found by the formula given below:  

Dye degradation efficiency (%) = (Ci–Cf/Ci) × 100                                     

where, Ci and Cf are primary and final concentration of MB dye, 
respectively. 

3. Results and discussion 

3.1. FESEM examination 

Morphology of ZnO NPs prepared using V. negundo leaf extract was 
examined by FESEM (Fig. 2). It is obvious from low magnification 
FESEM images (Fig. 2 (a & b)) that each ZnO NP is adjoined with nearby 
ZnO NPs that seems to be aggregated nature. The morphology and size of 
ZnO NPs could not be revealed due to low magnification. This aggre
gation might be caused by polarity and electrostatic attraction takes 
place between ZnO NPs [51]. The aggregation might also be caused by 
high surface energy of the ZnO NPs and moreover due to compaction as 
a result of narrow distance between nanoparticles [55]. The green 
synthesized ZnO NPs are assumed to have a morphology with high 
surface area due to small particles size and as a consequence, consid
erably higher active sites are anticipated [56]. The high magnification 
FESEM images (Fig. 2 (c & d)) precisely visualize morphology of the 
ZnO NPs as spherical. According to the ImageJ software analysis, size of 
ZnO NPs ranges from 5 nm to 35 nm having mean size of ~ 19 nm (Fig. 2 
(e)). Phytochemicals, viz. alkaloids, flavonoids, tannin, terpenoids, 
steroids and phenols present in the V. negundo leaf extract might act as 
reducing and capping sources towards the formation of small size ZnO 

NPs [52]. 

3.2. XRD analysis 

XRD analysis gives information pertaining to structure, purity and 
crystallinity of semiconductor nanoparticles [17]. XRD pattern of green 
synthesized ZnO NPs shown in Fig. 3 displays peaks at 2θ values of 
31.78, 34.41, 36.25, 47.52, 56.58, 62.80, 66.40, 67.90, 68.95, 72.48, 
and 76.92◦, corresponding to hexagonal wurtzite structured ZnO 
(JCPDS Card No. 89-1397) with lattice constants a = b = 0.324 nm and 
c = 0.521 nm [57]. Intense and sharp diffraction peaks in the XRD 
pattern disclosed good crystalline nature of the ZnO NPs. Meanwhile, 
the absence of diffraction peaks relevant to impurities indicates purity of 
the ZnO NPs. The mean crystallite size of ZnO NPs determined by Debye 
Scherrer formula given below was 18.22 nm (Table 1). 

D =
0.9λ

βcosθ 

where, D is crystallite size, λ is X-ray wavelength, θ is Bragg’s angle 
and β is FWHM. 

The strain (ε) developed in ZnO NPs to lattice misfit was calculated 
by the formula, εstr = β/4 tan θ. The average value of strain, εstr = 0.0047 
discloses better crystallinity and high quality of the ZnO NPs. Disloca
tion density signifies total defects in sample that is denoted as length of 
dislocation lines per unit volume of the crystal and is given by δ = 1/D2 

(nm− 2). For the green synthesized ZnO NPs, the average dislocation 
density is δ = 0.00321 (nm− 2). As we know the lattice constants a = b =
0.324 nm and c = 0.521 nm, the length of Zn-O bond can be calculated 
using the following equation: 

Fig. 6. Crystal structure of green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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L = √
[(

a2/(3)
)
+ (0.5 − μ)3*c2 ]

where, µ is the positonal parameter of wurtzite structure that 

designates extent of atoms displacement relative to the plane in c axis 
expressed by equation: µ = [(a2/3c3) + 0.25 ] = 0.3797 and the bond 
length L(Å) is 1.977 Å. The calculated ZnO bond length value (1.9767 Å) 

Fig. 7. UV–vis diffuse reflectance spectrum of green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 8. Tauc plot of green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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Fig. 9. PL spectrum of ZnO NPs green synthesized using V. negundo leaf extract. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 10. FTIR spectrum of ZnO NPs green synthesized using V. negundo leaf extract. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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is excellent agreement with the reported literature [58,59]. 

3.3. EDAX investigation 

Green synthesized ZnO NPs was investigated by EDAX spectroscopy. 
It is obvious from EDAX spectrum in Fig. 4 that pristine ZnO NPs are 
formed by the present green synthesis method because its EDAX spec
trum is constituted with only zinc (Zn) and oxygen (O) elements. Weight 
percentage (wt%) of Zn and O elements determined from EDAX spec
trum was 97.13 and 2.87 %, respectively and its corresponding atomic 
percentage was 89.24 and 10.76 %, respectively (Table 2). The observed 

wt% of Zn and O elements is differed from the expected theoretical 
stoichiometric wt% of 80.34 and 19.66 %, respectively. This significant 
variations in wt% of Zn and O elements observed between theoretical 
and experimental values can be credited to occurrence of organic con
stituents from phytochemicals of V. negundo leaf extract during synthesis 
that could create oxygen vacancies in the ZnO NPs and this is an ad
vantageous feature for photocatalytic application [60–62]. Absence of 
additional peak(s) corresponding to impurities in EDAX spectrum of 
green synthesized ZnO NPs disclosed their purity. 

3.4. Rietveld refinement investigation 

Rietveld refinement investigation was performed to elucidate lattice 
parameters of green synthesized ZnO NPs and the obtained refinement 
plot is illustrated in Fig. 5. Refinement analysis was carried out using 
FULLPROF Program Software that employs Pseudo-Voigt function for 
fitting several parameters to data point. The red and black lines in Fig. 5 
indicate observed and fitted data, respectively. The blue line signifies 
the difference between observed and fitted data, while the green line 
denotes Bragg position. Rietveld refinement lattice parameters (a and c) 
and cell volume of XRD data prove hexagonal wurtzite structure of green 
synthesized ZnO NPs with P63mc space group. The value of lattice pa
rameters a and c were found out as 3.24040 and 5.1993(4) Å, respec
tively. Meanwhile, the unit cell volume of ZnO NPs was determined as 
47.280(3) Å3. A similarity was noticed between intensity of experi
mental XRD pattern & simulated (Refined) XRD pattern and non- 
appearance of diffraction peaks associated with secondary phases re
veals pristine nature of ZnO NPs green synthesized using V. negundo leaf 
extract. Goodness of fit with respect to peak position, shape, structure 
and background were determined by R-factors profile and chi2 (χ2). 
Lattice parameters (a, b and c) and refinement reliability factors (Rp, 
Rwp, and χ2) of green synthesized ZnO NPs are summarized in Table 3. 
Lower values of Rp, Rwp and χ2 indicate good profile refinement of green 
synthesized ZnO NPs [63]. Crystal structure of the ZnO NPs is shown in 
Fig. 6. 

Fig. 11. Time dependent absorption spectra of MB dye.  

Fig. 12. Efficiency plot of MB dye removal by green synthesized ZnO NPs. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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3.5. UV–vis absorption study 

Optical absorption property of ZnO NPs green synthesized using 
V. negundo leaf extract was inspected by UV–vis diffuse reflectance 

spectrophotometer. Optical absorption spectrum of ZnO NPs (Fig. 7) 
shows characteristic absorption edge of ZnO at around 375 nm due to 
electron transition from valence band to conduction band. Presence of 
absorption band at ~ 370 nm inferred formation of ZnO NPs. 

The band gap energy of ZnO NPs was estimated by following Tauc 
relation [64]:  

(αhv)2 = K (hv – Eg)n                                                                      (1) 

where, K is a constant, hv is photon energy, Eg is band gap energy and n 
is an exponent. 

An extrapolation of linear region of curve provides optical band gap 
of ZnO NPs and it was determined as 3.16 eV (Fig. 8). Calculated band 
gap of ZnO NPs was low than the reported band gap value of bulk ZnO 
(3.37 eV) and this band gap improvement can be attributed to the size 
effect of ZnO NPs. 

3.6. Photoluminescene analysis 

The study of photoluminescence (PL), a property of green synthe
sized ZnO NPs is interesting because it can give valuable insights about 
quality and purity of the ZnO NPs. The PL spectrum of ZnO NPs green 
synthesized using V. negundo leaf extract is shown in Fig. 9. An excita
tion wavelength of 340 nm was used for the PL measurement. The PL 
spectrum of annealed ZnO NPs exhibit four main peaks at 396, 451, 468 
and 484 nm. The high intensity peak observed at 396 nm can be 
correlated to near band emission of the ZnO NPs [65]. The excited 
electron of a valence band recombines with the holes by radiative 
recombination [66]. A week peak noticed at 451 nm is attributed to 
irradiative excitation annihilation and a weaker peak emerged at 484 

Fig. 13. − ln(Ct/C0) vs time plots of MB dye degradation.  

Fig. 14. Mineralization of MB dye by green synthesized ZnO NPs. (For inter
pretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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nm can be ascribed to defects in the band gap, such as oxygen vacancies 
produced during the green synthesis of ZnO NPs [67]. This study shows 
that the V. negundo leaf extract can be used to synthesis semiconductor 
nanoparticles that have intrinsic defect sites with enhanced photo
catalytic activity. 

3.7. FTIR investigation 

Green synthesized ZnO NPs using V. negundo leaf extract were sub
jected to FT-IR analysis to detect the presence of various characteristic 
functional groups. FTIR spectrum of green synthesized ZnO NPs using 
V. negundo leaf extract is showed in Fig. 10. It is inferred that the ZnO 
NPs have absorption bands at 529.54, 870.06, 1042.65, 1397.16, 
1639.72, 2340.96 and 3424.70 cm− 1. The relatively strong absorption 
band noticed in fingerprint region at 529.54 cm− 1 due to the asymmetric 
stretching vibration of Zn-O bond that confirms formation of hexagonal 
wurtzite structured ZnO NPs [45]. The band observed at 870.06 cm− 1 

can be ascribed to stretching vibration of C–N bond [68]. The absorption 
band noticed at 1042.65 cm− 1 can be assigned to C–O stretching of 
aliphatic amines. Meanwhile, the band obtained at 2340.96 cm− 1 is due 
to C–H vibration [65]. The broad and less intense absorption band 
observed at 3424.70 cm− 1 can be credited to O–H stretching mode vi
brations of intercalated water molecules that reveals low moisture ab
sorption by the ZnO NPs from air environment [49,65]. 

3.8. Photocatalytic performance evaluation 

Green synthesized ZnO NPs were used as photocatalyst for degra
dation of MB dye under direct sunlight illumination. The absorption 
spectra of photolysis reaction and photocatalytic suspension under dark 
and sunlight illumination conditions were documented at time interval 
of 10 min. The absorption spectra of photocatalytic suspension recorded 
under dark and sunlight illumination conditions are shown in Fig. 11. It 
can be observed from Fig. 11 that the dark system (MB Dye + Dark) with 
photocatalyst (ZnO NPs) unveiled slight decline in concentration as a 
consequence of adsorption of MB on the surface of ZnO NPs.. 

The pictorial representation of results of photolysis and photo
catalytic experiments, viz. MB Dye + Sunlight; MB Dye + ZnO NPs +
Dark and MB Dye + ZnO NPs + Sunlight are displayed in Fig. 12. During 
the photolysis reaction, only a slight proportion (5.62 %) of MB dye was 
oxidized (Fig. 12). Nonetheless, it is apparent that characteristic 

absorbance wavelength (λmax = 664 nm) of MB dye was decreased in 
intensity with respect to the reaction time for the MB + ZnO NPs + Dark 
system that discloses decrement in initial concentration of MB dye 
(Fig. 11). Moreover, concentration of MB dye was reached stable at 60 
min, indicates that adsorption–desorption equilibrium between MB dye 
and ZnO NPs. About 16.59 % of the MB dye was eliminated through the 
adsorption process by ZnO NPs (Fig. 12). The highest absorption peak 
intensity noticed at 664 nm for the MB dye can be credited to n to π* 
transitions [69]. Conversely, the absorbance of MB dye was decreased 
exponentially for MB Dye + ZnO NPs + Sunlight photocatalytic system 
(Fig. 11). As a consequence, ZnO NPs photocatalyst almost completely 
degrade the MB dye with degradation efficiency of 98.50 % at 60 min of 
sunlight illumination (Fig. 12). 

Significant photocatalytic activity observed in the present study 
might be contributed from factors such as, small particle size that ranges 
from 5 nm to 35 nm having mean size of ~ 19 nm, better crystallinity 
and high quality of the ZnO NPs with average value of strain, εstr =

0.0047, oxygen vacancy in the ZnO NPs (Zn and O elements have the wt 
% of 97.13 and 2.87 %, respectively) and appropriate band gap energy 
(3.16 eV). In addition, the formed spherical ZnO NPs have higher surface 
area. Further, presence of oxygen vacancy can lead to improved charge 
carrier mobility within the particles that facilitates the efficient sepa
ration and migration of photoinduced electron-hole pairs. As a result, 
the MB degradation efficiency was enhanced to 98.50 % at 60 min of 
sunlight illumination in the presence of ZnO NPs [70]. Spherical nano
particles generally have higher surface area compared to other mor
phologies. In the present study, the increased surface area provides more 
active sites for photocatalytic reactions, allowing for a greater number of 
interactions between ZnO NPs green synthesized using V. negundo leaf 
extract and MB dye molecules. As a result, the degradation efficiency 
was enhanced due to the availability of larger reaction surface. Further, 
the spherical ZnO NPs often exhibit good dispersibility in solution due to 
their symmetrical shape. This uniform dispersion ensures that each 
particle is evenly exposed to the reacting species, promoting consistent 
and efficient photocatalytic degradation of MB dye throughout the so
lution. Additionally, the spherical ZnO NPs often possess well-defined 
crystalline structures. This can lead to improved charge carrier 
mobility within the particles, facilitating efficient separation and 
migration of photoinduced electron-hole pairs during the photocatalytic 
degradation of MB dye [71–73]. Additionally, cationic MB dye mole
cules could facilely be adsorbed on negatively charged ZnO NPs surface 

Table 4 
Comparison of MB dye degradation potential of green synthesized ZnO NPs using V. negundo leaf extract with previous reports on green synthesized ZnO NPs using 
diverse plant leaf extracts.  

Plant Leaf Extract Light 
Source 

MB Dye Concentration  Catalyst 
Amount 

Degradation 
Efficiency (%) 

Illumination 
Time (min) 

Reference 

Tabernaemontana 
heyneana Wall. 

UV light 5 ppm 20 mg 87 160 [76] 

Solanum trilobatum Sunlight 10 µM 0.6 g/L 94.07 90 [51] 
Lepidagathis 

ananthapuramensis 
Sunlight 1 µM/10 ppm 5 mg 98.50 120 [77] 

Sambucus ebulus UV light 50 ppm 0.02 g 80 200 [78] 
Euphorbia milii Sunlight 10 μM 0.6 g/L 98.17 50 [49] 
Cocos nucifera Sunlight 50 mg L− 1 5 mg/20 ml 84.29 60 [79] 
Ruellia tuberosa Sunlight 10 mg/L 200 mg/L 94 150 [80] 
Rosmarinus officinalis Sunlight 10 mg L− 1 1.0 g/L 99.64 45 [81] 
Syzygium cumini Sunlight 20 mg/L 200 mg/L 91.40 180 [82] 
Salvadora persica Mercury 

vapor lamp 
5 ppm 10 mg 100 150 [83] 

Phoenix roebelenii UV lamp 10 ppm 0.2 g 98 105 [84] 
Cinnamomum tamala Sunlight 10 μM 300 mg/L 98.07 90 [85] 
Acalypha indica Sunlight 50 ppm 1.0 g/L 96 90 [66] 
Prosopis juliflora UV lamp 20 μM 250 mg/L 94 45 [86] 
Tabernaemontana divaricata Sunlight 10 μM 1.0 g/L ~100 90 [87] 
Peltophorum pterocarpum Sunlight 20 ppm 0.5 g/L 95 120 [88] 
Thymus vulgaris Hg lamp 10 ppm 0.6 g/L 96 30 [89] 
Justicia spicigera Hg lamp 15 ppm 1.0 g/L 92.78 90 [90] 
Vitex negundo Sunlight 10 µM 0.6 g/L 98.50 60 Present work  
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by electrostatic attraction. Under sunlight illumination, the produced 
oxidative radicals attack non-selectively the MB dye molecules adsorbed 
on the ZnO NPs surface [74]. 

3.9. Kinetics of photocatalytic reaction 

Photocatalytic reaction kinetics of ZnO NPs for the degradation of 
MB dye was estimated by the pseudo first-order kinetic equation: 

− ln (Ct/C0) = kt 
Here, C0 and Ct represent MB dye concentration prior to starting 

photocatalytic reaction and at a time of ‘t’ after completing photo
catalytic reaction, respectively, k is reaction rate constant and t is sun
light irradiation time. Linear plot of − ln(Ct/C0) vs time (t) gives value of 
slope (k). Linear graph in Fig. 13 reveals that photocatalytic reaction 
resembled pseudo first order. Reaction rate constant of ZnO NPs towards 
photocatalytic degradation of MB dye was determined as 10.8 × 10− 3 

s− 1 and reaction rate constant observed for photolysis process was 1.5 ×
10− 5 s− 1. This significantly higher reaction rate constant observed for 
the ZnO NPs towards photocatalytic degradation of MB dye can be 
ascribed to effectual charge transfer and decrease in recombination rate 

Fig. 15. XRD patterns of spectrum of green synthesized ZnO NPs photocatalyst before (a) and after (a) photocatalytic degradation of MB dye. (For interpretation of 
the references to color in this figure legend, the reader is referred to the web version of this article.) 
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of photogenerated charge carriers on the surface of ZnO NPs. 

3.10. Total organic carbon analysis 

Total organic carbon (TOC) analysis was performed to explicate 
mineralization tendency of MB dye by green synthesized ZnO NPs dur
ing photocatalysis reaction and also without ZnO NPs under sunlight 
illumination (Fig. 14). It is apparent that the rate of mineralization of 
MB dye is low in the presence of ZnO NPs when compared to photo
catalytic degradation rate of MB dye determined by spectrophotometer 
analysis. Usually, complete mineralization of MB dye requires extended 
duration over photocatalytic degradation reaction because its mineral
ization encompasses two steps, viz. ring cleavage of MB dye molecules at 
initial photocatalytic degradation step and oxidation of fragments in 
latter step [75]. Accordingly, green synthesized ZnO NPs eliminated 
92.34 % of TOC content from MB dye at 5 h of sunlight illumination. In 
contrast, an insignificant TOC removal of 4.06 % was attained through 
photolysis reaction (without ZnO NPs catalyst) at 5 h of sunlight irra
diation. Photocatalytic performance of ZnO NPs green synthesized using 
V. negundo leaf extract against degradation of MB dye was compared 
with earlier reports on green synthesized ZnO NPs using diverse plant 
leaf extracts (Table 4). 

3.11. Stability analysis of ZnO NPs photocatalyst 

The stability of the green synthesized ZnO NPs photocatalyst before 
and after the photocatalytic degradation of MB dye was studied by XRD 
analysis and the recorded XRD patterns are shown in Fig. 15. It can be 
observed from the XRD patterns that there is no shift/change in the 
diffraction peaks of the reused ZnO NPs photocatalyst when compared 
respect to the unused ZnO NPs photocatalyst that ascertained their 
stability. This result suggests that the green synthesized ZnO NPs pho
tocatalyst was relatively stable. 

3.12. Photocatalytic reaction mechanism 

During photocatalytic reaction, the molecules of MB dye adsorb on 

the surface of ZnO NPs. Upon the exposure of incident sunlight, the 
photons having energy greater than the band gap energy of ZnO NPs 
(3.16 eV) energize them that facilitates separation of conduction band 
electrons and valence band holes. The separated conduction band 
electrons combine with surface adsorbed oxygen molecules, which 
produces superoxide anion radicals. The resulting protonation generates 
HO2

• that interacts with trapped electrons and generates H2O2 that 
finally produces hydroxyl radicals on the surface of ZnO NPs [91,92]. 
Considerably high generation of hydroxyl radicals is due to the recom
bination of photogenerated conduction band electrons and valence band 
holes hardly on ZnO NPs that permit adequate time for photogenerated 
conduction band electrons and valence band holes react with oxygen 
and hydroxide or water to form hydroxyl radicals [93]. The photo
generated valence band holes act as oxidizing agent and react with 
chemisorbed hydroxide or water and produce highly reactive hydroxyl 
radicals that join with MB dye molecules adsorbed on ZnO NPs and as a 
consequence, photocatalytic oxidation of MB dye molecules occurs 
efficiently [94,95] (Fig. 16). 

4. Conclusion 

A facile green synthesis route was followed to prepare zinc oxide 
nanoparticles (ZnO NPs) using Vitex negundo (V. negundo) plant leaf 
extract. The FESEM images displayed formation of spherical ZnO NPs, 
whose size ranges between 5 and 35 nm with a mean diameter of ~ 19 
nm. The phytochemicals, present in the V. negundo leaf extract, viz. al
kaloids, flavonoids, tannin, terpenoids, steroids and phenols might be 
responsible for the formation of small size ZnO NPs. The XRD pattern 
revealed formation of highly crysralline and hexagonal wurtzite struc
tured ZnO with an average cryatalline size of 18.22 nm. The EDAX 
spectrum disclosed pristine nature of the ZnO NPs with emergence of 
oxygen vacancies. According to the UV–vis diffuse reflectance spectral 
analysis, the band gap of ZnO NPs was determined as 3.16 eV. Around 
98.50 % of the MB dye was degraded by the ZnO NPs at 60 min of direct 
sunlight illumination due to their high crystallinity, small particle size, 
high surface area, appropriate band gap and high oxygen vacancy of the 
green synthesized ZnO NPs. 

Fig. 16. Photocatalytic reaction mechanism of MB dye degradation by green synthesized ZnO NPs. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 
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Abstract
The impact of partial substitution of erbium and transition metal (zirconium/yttrium/niobium) at bismuth and iron site on 
multiferroism and magnetoelectric coupling of BFO was studied. Three samples Bi0.95Er0.05Fe0.98X0.02O3 (where X = Nb/
Zr/Y) were prepared by sol–gel method. The structural, morphological, and elemental aspects of the samples were scruti-
nized. The ferroelectric, magnetic, and magnetoelectric properties of the samples were recorded. The combined effect of 
erbium and zirconium offered better saturated ferroelectric loop with greater remnant polarization value (0.74 µC/cm2). On 
including erbium and zirconium inside bismuth ferrite, the magnetization of BFO got improved very much with remanence 
value (0.095 emu/g). The combination of erbium and zirconium has intensified the magneto electric behavior in the bis-
muth ferrite. Interestingly, zirconium inclusion inside the BFO system instead of niobium and yttrium has provoked all the 
multifunctional aspects uniformly.

Keywords  Bismuth ferrite · Substitutional defects · Sol–gel · Multiferroic · Magnetoelectric coupling · Current leakage

1  Introduction

Evolution of multiferroic materials pushed the research and 
development into the modern era. The interesting aspect of 
the multiferroic materials is the concurrence of many fer-
roic order states inside them. The focus on multiferroics 
has got intensified with the discovery of magnetoelectric 
linkage inside them. It is more apt to describe the multifer-
roics as the fertile materials as they could be transformed 
into many forms. Hence, multiferroics serve as a potential 
source of many applications. On tuning the multiferroics 
in different aspects, multiferroics could penetrate into vari-
ous fields through most exciting applications like memory 
devices, transformers, transducers, generators, and sensors. 
Based on the type of magnetoelectric coupling inside the 
materials, the multiferroic materials can be grouped into two 
classes. They are single-phase multiferroics and multifer-
roic composites. Direct magnetoelectric coupling prevails 
inside the single-phase multiferroic materials which pulled 
the interest of researchers more towards the single-phase 
multiferroic materials.

Bismuth ferrite, BiFeO3 (BFO) (one of the single-phase 
material), is the extensively investigated multiferroic, since 
it displayed room temperature multiferroicity. It shows weak 
antiferromagnetism at room temperature (TN = 375 ˚C). At 
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• Novel combination of erbium and transition metal (niobium/ 
   zirconium/yttrium) was used to tune the multiferroic properties  
   of bismuth ferrite.
• Enhanced multifunctional properties such as ferroelectric and  
   magnetic features are revealed.
• Dual doping has intensified the magnetoelectric behavior in the  
   bismuth ferrite.
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room temperature, BFO is found to be a rhombohedrally 
distorted perovskite with space group R3c and its curie tem-
perature TC = 830 ˚C [1]. Owing to the spin spiral structure 
of periodicity 62 nm, it shows a G-type canted antiferromag-
netic order below TN [2]. Though the probing of magnetism 
is seems to be more challenging, ferroelectricity can easily 
be observed in this material [3]. Especially, the collaboration 
between ferroelectricity and magnetism makes the BFO an 
enchanting multiferroic.

From the literature, it is learnt that doping is an apt solu-
tion for the minor hurdles suffered by BFO. Additionally, 
doping also led to the enhancement of multifunctional prop-
erties in BFO. In specific, combination of erbium and some 
transition metal ion substitution inculcated an appreciable 
multiferroic tendency in BFO [4–12]. Hemant Singh et al. 
and some other works have reported on Nb doped BFO. It 
shows remarkable magnetic properties, and it has also proved 
to be a magneto electric promising candidate [13–18]. In the 
previous chapters, niobium is proved to be a best Fe site 
dopant compared to manganese and molybdenum. On com-
paring the ionic radii of niobium, manganese, and molyb-
denum, ionic radius niobium was found to be closer to that 
of the parent ion (Fe ion) relatively. So, the effect of doping 
higher ionic radius ion at Fe site is examined in this chapter. 
From the literature, it is learnt that there are less works on 
zirconium [19–23] and yttrium [24–28] doped BFO and also 
the results were better in such works. Moreover, zirconium 
and yttrium ions exhibited greater ionic radii compared to 
the Fe ion. Thus, in this work, Er3+ and TM = Zr, Y, and Nb 
were chosen to dope with bismuth ferrite to enhance the 
multiferroic properties of the bismuth ferrite. This chapter 
is intended to compare the effect of zirconium, yttrium, and 
niobium as Fe site dopants. In further discussion, BiFeO3, 
Bi0.95Er0.05Fe0.98Zr0.02O3, Bi0.95Er0.05Fe0.98Y0.02O3, and 
Bi0.95Er0.05Fe0.98Nb0.02O3 are denoted as BFO, BEFZO, 
BEFYO, and BEFNO respectively.

2 � Experimental Details

Sol–gel technique was employed to synthesize the nano-
particles BiFeO3 and Bi0.95Er0.05Fe0.98X0.02O3 (where 
X = Nb/Zr/Y). In further discussion, BiFeO3 and 
Bi0.95Er0.05Fe0.98X0.02O3 (where X = Nb/Zr/Y) will be 
denoted as BFO, BEFNO, BEFZO, and BEFYO, respec-
tively. Analytical grade bismuth (lll) nitrate pentahydrate 
(assay 98%, Alfa Aesar), iron (lll) nitrate nonahydrate (assay 
98%, Alfa Aesar), erbium (lll) nitrate hydrate (assay 99.9%, 
Alfa Aesar), niobium pentoxide (assay 99.9%, Alfa Aesar), 
zirconium (IV) oxy nitrate hydrate (assay 99%, Alfa Aesar), 
yttrium (III) nitrate hexahydrate (assay 99.9%, Alfa Aesar), 
citric acid anhydrous (assay 99.5% Merck), and nitric acid 
(assay 70% Merck) were used as starting materials without 

any further purification, as all the chemicals were of analyti-
cal grade. The starting materials of appropriate stoichiomet-
ric compositions were dissolved by adding adequate amount 
of distilled water and nitric acid to form the solutions. The 
citric acid anhydrous, which acts as chelating agent, was 
also mixed to the above solutions. Then, the solutions were 
stirred and heated simultaneously to form the nanopowders. 
For electrical measurements, powders were pelletized. For 
electrical measurements, powders were pelletized. The poly-
vinyl alcohol (PVA) was added to the annealed powders as a 
binding agent. The mixture was crushed using agate mortar 
and pestle for 6 h so that the PVA diffuses into the sample 
properly. Then, the mixture was filled in a 6 mm die and 
placed inside the pelletizer at 6 tons pressure and left for 
10–15 min. The resulting 8-mm pellet was sintered at 600 °C  
for 4 h. The thickness of the pellets are in the range 0.5–1 
mm, and diameter of the pellets are 8 mm. The resulting 
pellets were smoothened, and the silver paste was coated on 
both sides of the pellets for ohmic contact.

The phase of the samples were identified with the help of 
model Bruker D8 advance PXRD with Cu Kα radiation of 
wavelength 1.5404 A˚ at the scanning rate of 0.02 min−1 and 
range of 2θ was 10˚ to 70˚. Room temperature ferroelectric 
properties were studied for the pellets using ferroelectric (P-E) 
loop tracer from Marine India Pvt. Ltd. The magnetic behav-
ior of the samples was analyzed at room temperature using 
vibrating sample magnetometer (lakeshore model 7407). Cur-
rent leakage measurements were recorded using Radiant Pre-
cision Premier II ferroelectric loop tracer. FESEM image was 
acquired from Jeol 6390 LV. Magneto Electric Coefficient 
Measurement System (Marine India Pvt. Ltd) was used to 
analyze the Magnetoelectric coupling of the samples.

3 � Results and Discussion

3.1 � Phase Identification

Figure 1a and b illustrate the XRD patterns and the zoomed 
view of the peaks (104) and (110) of BFO, BEFNO, BEFZO, 
and BEFYO ceramics. Figure 1a and b explicitly revealed 
the structure of all prepared samples. As per the JCPDS 
data card no. (86–1518), the XRD peaks of all the prepared 
samples in this work confirmed that the samples were all 
crystallized in the rhombohedral perovskite structure with 
space group R3c. From Fig. 1, it was also clear that dopant 
does not cause any structural transformations in BFO. How-
ever, doping produced a mild impurity peaks around 28˚ 
[29–32]. On comparing with JCPDS data, Bi2Fe4O9 (Mul-
lite) matched with the impurity peaks.

Peaks shift along higher Bragg’s angle on replacing 
higher ionic radius with that of lower ionic radius, as this 
kind of replacement gives rise to unit cell compression. The 
ionic radii of Bi3+ and Er3+ ions are 0.103 and 0.088 nm 
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respectively. Thus, on doping Er3+ ion in the bismuth place, 
the peaks of BFO have shifted towards higher angle side 
(Fig. 1b). The direct dependency of crystallite size and inter-
planar spacing is projected by the combination of Bragg’s 
law and Scherrer formula. The estimates of crystallite size 
as evaluated with the help of Scherrer formula for BFO, 
BEFNO, BEFZO, and BEFYO are displayed in Table 1. 
BEFZO has got lowest crystallite size, as its peaks have 
shifted more towards higher Bragg’s angle.

The strain of the respective samples is estimated using 
the below formula:

In the above equation, � indicates the full width at half 
maximum and � is the Bragg’s angle respectively.

It is clear that the crystallite size varies on doping. Table 1 
presents the size of crystallite and strain of the prepared sam-
ples. From Table 1, it is obvious that the strain is less for 
pure BFO and on doping the strain value is increasing. The 
increment in the strain values on doping proves the proper 

Strain=
𝛽 𝐶𝑜𝑠𝜃

4 𝑆𝑖𝑛𝜃

embodiment of the substitutions in the bismuth ferrite. 
Amidst the doped samples, the tensile strain and disloca-
tion density are maximum for BE5FZ2O. Here, the strain 
caused on doping is due to the ionic radii mismatch between 
the dopant ion and parent ion. From Table 1, it is clear that 
the dislocation density increases on introducing zirconium 
at iron place and it is scaling up on introducing zirconium 
at iron place along with erbium at bismuth place. The peaks 
(110) and (104) merges on doping Er3+ in the place of bis-
muth and Zr4+ (2%) in the iron place of BFO. This merging 
may be due to the higher dislocation density of the sample 
compared to the other samples. The strain created in the bis-
muth ferrite system on doping alters the functional behaviors 
of the BFO, which is discussed later in the respective studies.

3.2 � Morphological Analysis and Elemental Analysis

Figure 2 illustrates the surface morphology and the particle size 
distribution obtained from the FESEM images of the samples 
BFO, BEFNO, BEFZO, and BEFYO at different magnifications.

Fig. 1   a XRD patterns of 
undoped BFO and doped BFO 
samples and b zoomed image 
of (104) and (110) peaks of 
the samples

Table 1   Size of crystallite and 
strain of the samples

Sample name Crystallite size by Scherrer 
formula (D) (nm)

Strain Dislocation density 
(δ = 1/D2) (× 10−3)

Interplanar 
spacing (d) 
(nm)

BFO 31.91 1.25 × 10−3 0.982 0.2785
BEFNO 36.14 3.47 × 10−3 0.76 0.2783
BEFZO 14.71 5.1 × 10−3 4.62 0.2779
BEFYO 16.93 4.5 × 10−3 3.49 0.2782
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FESEM images projected this morphological modifica-
tions happened on changing the dopants. Dependency of 
morphology on the dopants is emphasized from the varia-
tions in morphology induced by different dopants. Morphol-
ogy has obtained clarity on including dopants in the bismuth 
ferrite lattice. From Fig. 2a, the morphology of BFO reveals 
the indistinguishable nature of the particles. The particles 
are in the form clusters to greater extent. On introducing 
erbium and niobium, the morphology tends to become dis-
tinguishable with more number of smaller grains. Variable 
sized spherical structures and elongated spheres could be 
observed (Fig. 2b). Figure 2c displayed more predominant 
grain boundaries on zirconium’s substitution along with 
erbium. The shapes of the particles have become mostly 
spherical. Homogeneity is still prevailed. The morphology 
tends to become distinguishable to greater extent on intro-
ducing 5% of erbium and 2% yttrium (Fig. 2d). The shape 
of the particles has become homogenized. The morphology 
showcased mixture of spherical-shaped and cubical-shaped 
grains. The change in the iron site dopants gave rise to dif-
ferent rate of densification. The dopant changed the shape, 
size, and density of particles of BFO. This alteration caused 
by dopants is perhaps on account of ionic radii disparity of 
the parent and substituent ions. One more factor that leads 
to the modified morphologies is Kirkendal effect [33, 34]. 
This effect is due to the different rate of diffusion of the 
constituent elements inside the compound. On doping, the 
grain boundaries are more predominant, and reduction in the 
grain size could be noticed. The occurrence of grain bounda-
ries and densification may be the reason for betterment in 
the multiferroic properties of the BFO. Dual substitution 
produced drastic enrichment in the microstructural behavior 
of the sample. Improvement has been commenced both in 
density of the grains and grain growth.

From the Fig. 2e, it is clear that all the dopants have 
incorporated inside the BFO lattice in a proper manner. The 
EDAX spectra of the samples are displayed in Fig. 2e. From 
the Fig. 2e, it is clear that all the dopants have incorporated 
inside the BFO lattice in a proper manner. The composition of 
all the elements of the samples is verified using the data given 
in the EDAX spectrum of the samples. The presence of the 
elemental compositions is examined through EDAX analysis. 
The presence of required elements (Bi, Fe, Er, Nb/Zr/Y, and 
O) is confirmed in the EDAX spectra. No additional peaks 
have been occurred apart from that expected. It ascertained 
that there is no contamination in the sample. It is noted that 
the ratio of the elements is almost matched with the stoichio-
metric ratio of the respective elements in the compounds.

3.3 � Ferroelectric Studies

Figure 3 evinces the ferroelectric (PE) hysteresis curves of 
BFO, BEFNO, BEFZO, and BEFYO at frequency of 20 Hz 

and at room temperature. The ferroelectric measurements 
were recorded for a range of electric field (0 − 35 kV/cm), 
and on increasing the electric field beyond that, the loops 
have become lossy with rounded nature. On reducing the 
thickness of pellets, the range of applied electric field can be 
increased. So, the thickness of the pellets has been reduced 
to very less value (0.5 − 0.9 mm) before performing the 
ferroelectric experiment. The remnant polarization values 
at applied field of 25 kV/cm and coercive field values for 
the BFO, BEFNO, BEFZO, and BEFYO are elucidated in 
the Table 2. It is evident from the Fig. 3 that BFO shows 
rounded ferroelectric loop and ferroelectric loops of doped 
samples tend to saturate. Existence of oxygen vacancies 
offered unsaturated PE loops [35–38].

Table 2 displays the ferroelectric factors of the pure BFO 
and dopant substituted BFO. From the ferroelectric values 
of the samples, it is obvious that after doping erbium in 
the bismuth place and transition metals (Y/Zr/Nb) in the 
iron place of BFO, the ferroelectric loop tends to saturate. 
From Table 2, it is noticeable that the remnant polarization 
(Pr) value is higher for the sample BEFZO comparatively. 
Repressed oxygen vacancies and enhanced microstructure 
on erbium’s inclusion inside BFO are the major contribu-
tion in the development of the ferroelectric nature of BFO. 
Increment in the remnant polarization value is happened on 
including erbium and zirconium together in the BFO system. 
Hence, the partnership of erbium and zirconium is highly 
commendable in the development of multifunctional charac-
teristics inside BFO system. As the strain caused inside BFO 
lattice is higher on including zirconium (Table 1), the jug-
gling of charges between Fe3+ and Fe2+ ions would have got 
repressed more on zirconium replacement in the iron place.

3.4 � Magnetic Behavior

Figure 4 shows united MH curves of the BEFNO, BEFZO, 
and BEFYO ceramics at room temperature.

According to the literature [29, 30, 39, 40], BFO has 
a spin cycloid structure of period 62 nm arising zero net 
magnetization. This is responsible for the antiferromagnetic 
nature of BFO at bulk form. Disturbing the spin cycloid 
structure, results in nonzero net magnetization in BFO. 
This distortion will induce ferromagnetism in BFO. It can 
be achieved by doping BFO with suitable materials. As 
scaling down the particle size to nano range may enhance 
many interesting properties, nanosized particles may obtain 
enhanced ferromagnetism. The particle size can be declined 
to nanoscale by reducing the sintering temperature to 600 ˚C  
in case of doped and undoped BFO. Spin motion of erbi-
um’s 4f electrons interplayed with that of the iron’s 3d elec-
trons. This interaction leads to the detachment of antifer-
romagnetic coupling between the Fe3+ ions to some extent 
[29–32]. In addition to overlapped spin cycloid arrangement 
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Fig. 2   Surface morphology of the samples: a BFO, b BEFNO, c BEFZO, d BEFYO, and e) EDAX of the samples BEFNO, BEFZO, and BEFYO
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(62 nm), Dzyaloshinskii-Moriya (DM) interaction forced 
small adjustment in the ideal anti-parallel spin alignments. 
This might be the cause of ferromagnetic occurrence inside 
BFO. The other reasons are decreased distortion degree of 
rhombohedral structure and the geometrical placements of 
nonmagnetic ions in the antiferromagnetic lattice of Fe3+ 
ions [40–42].

Table 2 deliberates the magnetic factors of the pure BFO 
and dopant substituted BFO. The magnetization of the sam-
ples has been converted into Bohr magneton per formula unit 
and analyzed. In this work, 5% of erbium has been doped in 
the bismuth place and 2% of transition metal (Nb/Zr/Y) in 
the iron place. From Table 2, it is obvious that all the sam-
ples in the work exhibits remanence ratio value less than 0.5, 
which indicates that all the samples are still soft magnetic 
material even after doping. The saturation magnetization 
(Ms) and remnant magnetization (Mr) estimates are high 
for BEFZO relatively (Table 2). As the strain caused inside 
BFO lattice is higher on including zirconium (Table 1), the 
spin cycloid structure would have got distorted more on 
substituting Zr4+ ion in the iron position. Thus, the sam-
ple BEFZO yields better saturated ferromagnetic loop with 

greater remnant magnetization estimate of 50 × 10−4 µB/f.u 
compared to the other samples and undoped BFO.

3.5 � Leakage Current Behavior

Figure 5 shows the plot of leakage current density (J) against 
external electric field (E) for the samples BFO, BEFNO, BEFZO, 
and BEFYO. Symmetry sustained in the J-E curves of all the 
samples on application of positive and negative electric fields.

The current leakage measurements of BFO, BEFNO, 
BEFZO, and BEFYO are listed in Table 2. Among the all 
samples, BEFZO shows lower leakage current density with 
the value of 8.57 × 10−9A/cm2. Ionic radii disparity between 
the parent and dopant ions might be responsible for the 
lower current leakage density of the sample BEFZO (ionic 
radius of iron ion = 0.078 nm and ionic radius of zirconium 
ion = 0.080 nm). The disparity in the ionic radii confined 
the charges flipping between Fe3+ and Fe2+ ions. Thus, the 
combined effect of erbium and zirconium in scaling down 
the leakage current measurement is marvelous. From the 
literature, the linear relationship between leakage current 
density and ferroelectricity of a material was understood. 

Fig. 3   Ferroelectric loops of undoped BFO, BEFNO, BEFZO, and 
BEFYO

Table 2   Multifunctional parameters of the pure BFO and dopant substituted BFO

Sample Pr (μC/cm2) Ec (kV/cm) Leakage current 
density (A/cm2)

Mr (µB/f.u) 
(× 10−4)

Ms(µB/f.u) 
(× 10−4)

Hc (G) ME coefficient 
(mV/cm-Oe)
(× 10−3)

Remnant 
ratio 
(Mr/Ms)

BFO 0.071 8.55 1.38 × 10−5 0.025 1.9 260 2 0.25
BEFNO 0.46 7.51 6.07 × 10−8 30 210 449.07 220 0.24
BEFZO 0.740 19.575 8.57 × 10−9 50 240 412.26 313 0.24
BEFYO 0.373 14.355 3.75 × 10−8 5 20 440.50 129 0.17

Fig. 4   Magnetic hysteresis curves of the BEFNO, BEFZO, and BEFYO 
(inset has BFO’s magnetic curve)
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This result is also supported by ferroelectric studies of the 
sample. Since the sample BEFZO is having lower leakage 
current density compared to the other samples, that sample 
is also showing excellence in the ferroelectric properties 
comparatively (Fig. 3 and Table2).

3.6 � Magnetoelectric Coupling

Modification of polarization tendency on applying mag-
netic field (H) or tuning magnetization with the external 
electric field (E) is the ME (magnetoelectric) effect. Cou-
pling between spin moment (magnetic aspect of material) 
and dipole moment (electric representation of a material) 
are treated as magnetoelectric coupling of a material. This 
coupling in general is recorded as ME effect, and this is key 
feature of any multiferroic material for that matter. The ME 
voltage coefficient (αME) is the magnetoelectric parameter 
of a material. ME voltage coefficient is expressed as the 
electric field (δE) induced on applying magnetic field (δH) 
or vice versa. If “t” is the thickness of the sample, then the 
expression for the ME coefficient (αME) is as follows:

Figure 6 displays the magnetoelectric (ME) coupling as a 
function of the bias magnetic field (H) at room temperature 
for the undoped BFO, BEFNO, BEFZO, and BEFYO sam-
ples. The ME coefficient shows a linear rise until a specific 
value of magnetic field. On raising the applied magnetic 
field further, ME coefficient becomes independent of the 
applied bias magnetic field and attained stabilization. This 
trend is followed in all doped samples [43]. This stable value 
of the ME coefficient is recorded as the ME parameter for 
each and every sample.

αME = �E∕δH = δV∕(t δH)

It is evident from the Fig. 6 that ME coupling of BFO 
has been improved much on doping. The αME at 130 Gauss 
of BFO, BEFNO, BEFZO, and BEFYO are 2 × 10−3, 
220 × 10−3, 313 × 10−3, and 129 × 10−3 mV/cm respectively. 
The simultaneous introduction of erbium and zirconium 
incremented the magnetoelectric factor of the bismuth fer-
rite relatively. Thus, the ME coupling is good for the sample 
BEFZO. The dependence of particle size on the magneto-
electric coupling (ME coupling) of a material is emphasized 
by Goswami et al. [44] in their research. They claimed that 
the relationship among particle size, strain, and ME coupling 
of a particular material follows a nonmonotonic pattern. 
They showcased the effect of the decrease in the particle 
size on the reduction of polarization of a material. They 
utilized the Young-Laplacian equation to evince the relation-
ship between particle size and ME coupling of a material. 
The Young-Laplacian equation is given by the expression:

where P is the internal pressure of a sample, d is the aver-
age particle size of the sample, and S is the surface tension 
(for perovskite oxides S is mostly around of 50 N/m). They 
claimed from this equation that the decrease in the particle 
size could be associated with the increment in the internal 
pressure P of a sample. Subsequently, the strain inside the 
sample becomes greater. The strain has a major contribution 
in modifying the ME effect of a sample. This in turn leads 
to the transformation of crystal structure to centrosymme-
try, which may cause distortion in the polarization of the 
sample. Thereby, they beautifully correlated the particle 
size and strain with the ME effect of a sample. The most 
strained sample will showcase a less particle size and greater 
ME effect. From Table 1, it is perceptible that the sample 

P =
2S

d

Fig. 5   Leakage current curves of BFO, BEFNO, BEFMO, and BEFMoO Fig. 6   Magnetoelectric coupling of the undoped BFO and doped BFO
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BEFZO has got higher strain value comparatively. So, the 
sample BEFZO has acquired highest magnetoelectric cou-
pling compared to the other samples.

4 � Conclusion

Phase analysis, morphological records, and elemental 
analysis of the samples revealed the successful embodi-
ment of the dopants in the BFO. The contribution of the 
erbium, niobium, zirconium, and yttrium in enhancing the 
multifunctional aspect of bismuth ferrite is commendable. 
Particularly, erbium and zirconium combination offered 
saturated ferroelectric nature with polarization estimate 
of 0.74 µC/cm2 and developed magnetism with the rema-
nence value of 95 × 10−3 emu/g. The magnetoelectric cou-
pling is considered to be the signature of the multiferroic. 
Also, Er and Zr doped BFO showcased high ME coupling. 
From the previous works, it was found that erbium is a 
way better as Bi-site dopant compared to the ytterbium. 
Among the Fe site dopants used (niobium, manganese, 
molybdenum, and zirconium), zirconium was found to bet-
ter in some way or the other, especially considering all the 
multiferroic properties (ferroelectric, ferromagnetic, ME 
coupling, and leakage current behavior).
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ABSTRACT
Recently, multiferroic materials such as BiFeO3 have fascinated
researchers for their potential application in memory storage devices.
However, high leakage, weak magnetism and magnetoelectric coupling
in this system restrict its practical applications. To solve this, the
octahedra tilt influencing electrical, magnetic and thermal properties of
polycrystalline Bi0.9Co0.1FeO3 ceramics via solid state route is studied
here. Cobalt doped BiFeO3 affect the structural arrangement and tunes
the crystal engineering of BiFeO3. In particular, the temperature-
dependent dielectric behaviour of Bi0.9Co0.1FeO3 shows a significant
dielectric anomaly corresponding to the magnetoelectric coupling in
this sample. Further, the maximum magnetization of Bi0.9Co0.1FeO3 is
8.70 emu/ g which is two orders higher in magnitude compared to
pristine BiFeO3.
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1. Introduction

Materials showing multiple ferroic ordering in the same phase fascinate investigators due to their
extensive applications in the arena of actuators, memory storage devices, microelectronics, transdu-
cers, etc., [1]. Out of which, BiFeO3 stands unique as one of a few 13-point groups of intermetallic
material with more than two ferroic orderings above room temperature [2]. The system typically
crystallizes in the R3c phase with a high ferroelectric Curie temperature (TC∼730°C) and G-type
antiferromagnetic Neel temperature (TN∼370°C) [3]. Here, 6s2 lone paired electrons in BiO4 tetra-
hedra contribute ferroelectricity, while partially paired electrons in d orbital and incommensurate
cycloidal spin structure influence antiferromagnetism. Also, BiFeO3 is widely known to be a multi-
ferroic as well as magnetoelectric material [4]. However, the thermal procedure between Bi2O3-
Fe2O3 matrixes results in complex phases and the volatilization of Bi3+ ions [5]. More specifically,
it is difficult to eliminate the secondary phase incurred in BiFeO3 via solid state reaction due to the
origination of the sillenite (Bi25FeO39) phase at the outer surface of the residue and mullite (Bi2Fe4-
O9) phase inside the nucleui residue [6]. As a result, BiFeO3 suffers high dielectric loss and weak
coupling between ferroic orders leading to limited applications [7].

Several researchers reported that substituting a suitable divalent/trivalent metal ion in either Bi
and /or Fe sites or effective thermal treatment is a hopeful way to eradicate these issues [8–10]. At
this juncture, substituting cobalt via the Fe site of BiFeO3 is reported by several researchers with
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promising results. Zhang et al. [11] studied the BiFe1-xCoxO3 (x = 0, 0.1) through the sol–gel route
and observed the increased oxygen vacancies in BiFe0.9Co0.1O3 match the dielectric loss and results
in a structural deformation. Marzouki et al. [12] studied the BiFe1-xCoxO3 (x = 0, 0.03, 0.05, 0.07)
systems and reported that the magnetoelectric coupling of BiFe0.93Co0.07O3 is 11.3 mV/Oe.cm
which is eight orders higher in magnitude than pristine BiFeO3. Rahman et al. [13] studied the
BiFe1-xCoxO3 (x = 0, 0.05, 0.10, 0.15) system and reported that the system transforms from rhom-
bohedral to orthorhombic phase on doping cobalt in BiFeO3. As a result, the magnetic behaviour is
enhanced and the dielectric behaviour is suppressed.

From these observations, the system shows either significant phase transformation or remains in
the same phase with improved physical properties preferably observed in a 10% cobalt-doped
BiFeO3 system (via Fe site). However, to our best knowledge, substituting 10% cobalt via the Bi
site of BiFeO3 is not reported so far. The idea of replacing Co3+ ions in the Bi site is to reduce
the oxygen vacancies or point defects by reducing the quantity of Bi3+ ions in the BiFeO3 matrix
responsible for volatilization during thermal treatment. Though the size of the Co3+ ion (0.545
Å) [14] is smaller than Bi3+ (1.17 Å) and the cobalt ion is familiarly known to be magnetically
favourable, substituting cobalt ion in the Bi site is aimed to reduce the oxygen vacancies and
improve the magnetic and magnetoelectric coupling of Co-doped BiFeO3 suitable for memory sto-
rage applications. Hence an attempt is made to understand the influence of cobalt in the Bi site
affecting the electrical, magnetic and thus the thermal properties of bare BiFeO3.

2. Experimental details

Polycrystalline Bi1-xCoxFeO3 (x = 0, 0.1) is prepared by the conventional solid state method. Start-
ing materials such as Bi2O3, Co3O4 and Fe2O3 (99.99% pure from Sigma Aldrich and Alfa Aesar) are
taken in appropriate molar ratios and blended with mortar and pestle. This blend is calcined at 600°
C for two hours and then sintered at 835°C for 2 h after intermediate grinding. Finally, this residue
is mixed with polyvinyl alcohol (PVA binder) and pressed into a 10 mm diameter pellet with the
help of a dye and plunger at the hydraulic pressure of 10 MPa. Finally, the sintered pellets are
annealed at 835°C for two hours to eliminate the binder present in the sample. This pellet is coated
with a silver paste to create ohmic contacts for the sample.

The powder X-ray diffraction pattern of the sample is measured using a PANalytical X’Pert pro
plus diffractometer with Cu kα radiation. The Rietveld refinement and the electronic structural dis-
tribution are interpreted using GSAS-II (General Structure Analysis System) and MEM analysis.
The surface morphologies of the samples are examined using JOEL JSM 6390 scanning electron
microscope. Magnetization measurements are carried out using VSM 7410 vibrating sample mag-
netometer. Temperature-dependent dielectric measurement is carried out using HIOKI 3532-50-
LCR Hi tester. The differential scanning calorimetry (DSC) analyses of the sample are carried
out under an inert nitrogen atmosphere at the heating rate of 10°C / min with an accuracy of
±0.1°C using NETZSCH STA 449 F3 Jupiter.

3. Result and discussion

3.1. Structural and microstructural analysis

Figure 1 (a) displays the XRD patterns of Bi1.-xCoxFeO3 (x = 0, 0.1) samples at room temperature.
The diffraction peaks are indexed from the available standard patterns using the COD database
[15]. The synthesized XRD pattern of BiFeO3 primarily crystalizes in the R3c phase (96-210-
2910) along the minimal traces of Pbam (96-900-8149) and I23 (96-901-1269) phases. Similarly,
the XRD pattern of Bi0.9Co0.1FeO3 crystallizes in the R3c phase (96-210-2910) along with the traces
of the I23 (96-901-1269) phase. However, the influence of Co3+ ions suppresses the intensity of
impurity phases compared to the pristine BiFeO3. The peak intensity of the (110) plane in
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Bi0.9Co0.1FeO3 is more compared to bare BiFeO3 and the predominant doublet planes (104) and
(110) are shifted towards a lowering angle resulting in the significant distortion of the unit cell
due to compressive strain incurred in Bi0.9Co0.1FeO3 crystal system [16]. Further, a shoulder
peak is also observed in (104) and (110) planes corresponding to P4/mmm phase in the Bi0.9Co0.1-
FeO3 crystal system. The magnified view of the concern XRD patterns around 31° is presented in
Figure 1(b).

Figure 1. (a) X-ray diffraction patterns of Bi1-xCoxFeO3 (x = 0, 0.1) samples.
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The structural stability of the given compound is predicted using the Goldschmidt tolerance fac-
tor [17] and the values of Bi1.-xCoxFeO3 (x = 0, 0.1) are determined to be 0.872 and 0.855 respect-
ively. The decrease in tolerance factor confirms the significant lattice distortion [18] and expect to
affect the electrical and magnetic properties of the Bi0.9Co0.1FeO3 system.

The strain and crystalline size analysis of BiFeO3 and Bi0.9Co0.1FeO3 are determined from the
Williamson-Hall method [19]. The average crystalline size is found to be 93.28 and 94.52 nm
respectively. Though the crystallite size is nearer to 100 nm, the small change in crystallite size
impacts the Bi0.9Co0.1FeO3 system with a greater number of coherently diffracting domains. A simi-
lar trend was reported by a few of the authors [20]. At the same time, the strain is found to be
1.41275 × 10−4 and 2.40562 × 10−4 respectively. Here, the average crystallite size and tensile strain
increase as the cobalt ion introduces via the Bi site of BiFeO3. The tensile strain is the outcome of
variation between the coherence and non-coherence lattice plane. Hence the volume of Bi0.9Co0.1-
FeO3 is comparatively more significant than the pristine BiFeO3.

Figure 2(a,b) displays the Rietveld refinement of Bi1.-xCoxFeO3 (x = 0, 0.1) samples using GSAS –
II. Here the XRD diffraction pattern is matched with the available standard pattern using Bragg –
Brentano method [18]. The Fe-O-Fe bond angles of Bi1.-xCoxFeO3 (x = 0, 0.1) along [0–1 0] direc-
tion is found to be 155.77° and 155.24° respectively. The small deviation in the bond angle of Bi0.9-
Co0.1FeO3 is due to the compressive strain of FeO6 octahedra, which will modify the spiral spin
arrangement and improve the magnetic behaviour compared to pristine BiFeO3. On the other
hand, the bond length does not show significant variations in Bi0.9Co0.1FeO3 compared to pristine
BiFeO3, which results in weak lateral strain [21]. The tilting of FeO6 octohedra along [111] direction
is determined using

cos u1 = 2− 5cos2w1

2 + cos2w1
(1)

cos u2 = 1− 4cos2w1

3
(2)

Here, θ1 and θ2 signify the Fe-O-Fe bond angles linked with a tilting angle (φ) of the FeO6 octa-
hedra [22]. The tilt angles (φ) of Bi1.-xCoxFeO3 (x = 0, 0.1) are determined to be 14.89° and 15.22°
respectively. Here the increase of tilt angle is due to the meagre variation of bond angle Fe-O-Fe
between BiFeO3 and Bi0.9Co0.1FeO3 samples, which destructs the spiral spin structure of Bi0.9Co0.1-
FeO3 [23]. The refined parameters of Bi1.-xCoxFeO3 (x = 0, 0.1) extracted from GSAS-II are pre-
sented in Table 1. It is well known that the Neel transition temperature is related to
antiferromagnetic iron by its bond angle using

TN = JZS(S+ 1) cos u (3)

Here, J presents the exchange spin–orbit coupling (typically <1), Z represents the number of lin-
kages present per Fe3+ ion (6), S is the spin-only magnetic moment of Fe3+ ion (5/2) and θ is
the Fe-O-Fe bond angle of BiFeO3 and Bi0.9Co0.1FeO3 system [24]. Since the bond angle and
Neel temperature are directly proportional, as the bond angle decreases from 155.77° (BiFeO3)
to 155.24° (Bi0.9Co0.1FeO3), it is expected that the Neel temperature of Bi0.9Co0.1FeO3 decreases
than pristine BiFeO3 and need further thermal analysis supportive results.

Figure 3(a,b) presents the microstructure images of Bi1.-xCoxFeO3 (x = 0, 0.1) at various micro-
scopic resolutions. The average particles of these two samples are estimated to be 1.4 μm and
0.807 μm respectively [25]. The micrograph images reveal that the pristine BiFeO3 appears to
be crystalline with unequal grain size and shape. However, Bi0.9Co0.1FeO3 is agglomerated with
the uneven distribution of particles. This contrasting behaviour of Bi0.9Co0.1FeO3 is due to the
differences in dissociation energies between Bi-O (337.2 kJ/mol.) and Co–O (397.4 kJ/mol.)
bonds which lead to confining the oxygen vacancies and increases the grain growth [26]. The
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average particle size decreases as the Co3+ ion introduces via the Bi site of BiFeO3. However, this
particle size [RSEM] disputes with the average crystalline size results [RX-ray] extracted from W-H
analysis. A similar trend was already observed in a few systems [27]. This is because X-ray is the

Figure 2. (a) Rietveld refinement of Bi0.9Co0.1FeO3 using GSAS – II. (b) Rietveld refinement of BiFeO3 using GSAS – II.
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Table 1. Rietveld refinement parameters of BiFeO3 and Bi0.9Co0.1FeO3.

BiFeO3 Bi0.9Co0.1FeO3

Lattice Parameters a = b = 5.5860A ; c = 13.8811A a = b = 5.8031A ; c = 13.5519A

Interfacial Angles α = β = 90°; γ = 120° α = β = 90°; γ = 120°
Atomic position Bi (0, 0, 0.2207) Bi/Co (0, 0, 0.2202)

Fe (0, 0, 0) Fe (0, 0, 0)
O (0.0968, 0.31573, 0.1014) O (0.0955, 0.3152, 0.1017)

Volume (Å3) 375.120 395.226
Density (g / cm3) 8.3087 7.5077
R – Factors wRp = 0.1375 wRp = 0.2784

RF
2 = 0.5590 RF

2 = 0.6238
Rb= 0.1995 Rb= 0.1730
RF= 0.2892 RF= 0.6141

Goodness of fit (GOF) 1.46 1.64
Chi2 2985.67 12795.4
Reduced χ2 2.12 2.69
Fe1-O-Fe2 (0–1 0) 155.77° 155.24°
tilt angle of FeO6 octahedron 14.89° 15.22°
Bi/Co-O1 2.2779 (0) Å 2.2674(0) Å
Bi/Co-O2 2.541 (7) Å 2.534(0) Å
Fe-O1 1.954(0) Å 1.953(0) Å
Fe-O2 2.1053 (0) Å 2.105(0) Å

Figure 3. (a&b) Surface morphological images of Bi0.9Co0.1FeO3 at different magnifications. (c&d) Surface morphological images
of BiFeO3 at different magnifications.
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significance of the number of coherently diffracting domains as grain size [28]. Thus, the number
of the coherently diffracting domain in each particle is related by

N = rSEM
rX−ray

(4)

Hence, there are approximately 14 coherent diffraction domains in each particle of BiFeO3 and
eight coherent domains in Bi0.9Co0.1FeO3 respectively.

3.2. Charge density analysis

The charge density distribution and bonding characteristics of Bi1.-xCoxFeO3 (x = 0, 0.1) are ana-
lyzed using Maximum Entropy Method (MEM) [29]. Figure 4(a–d) presents the two dimensional
contour map of Bi1.-xCoxFeO3 (x = 0, 0.1) ceramics between (011) and (012) planes. Here the unit
cell containing 432000 elements is distributed into 60 × 60 × 120 pixels. The prior densities of Bi1.-
xCoxFeO3 (x = 0, 0.1) are found to be 2.127 e / Å3 and 1.934 e / Å3 respectively. Likewise, the number
of electrons per unit cell (a000) of Bi1.-xCoxFeO3 (x = 0, 0.1) is found to be 798 and 764.4 respectively.
It is noteworthy to mention that the number of electrons per unit cell is responsible for electron
transport in the given crystal system. Two-dimensional electron density contour maps of Bi1.-xCox-
FeO

3
(x = 0, 0.1) samples along the (012) plane reveal that the area of the contour in Fe ions is rela-

tively large and the bond mapping distance between Fe-O1 and Fe-O2 is closure in Bi0.9Co0.1FeO3

compared to BiFeO3. Hence the ionic behaviour is more in Bi0.9Co0.1FeO3 sample. On the other
hand, the bond mapping distance between Bi-O ions of Bi0.9Co0.1FeO3 is reduced than pristine
BiFeO3. Figure 5(a–d) presents the one-dimensional contour map of Bi1.-xCoxFeO3 (x = 0, 0.1) cer-
amics between Bi/Co–O and Fe-O ions and the corresponding values of MEM analysis are listed in
Table 2.

Here, the electron density of pristine BiFeO3 shows the bond critical points of Bi-O and Fe-O
bonds at 1.214 and 0.9705 Å respectively. Similarly, Bi0.9Co0.1FeO3 shows the electron density
bond critical points of Bi/Co–O and Fe-O bonds at 2.00 and 1.19 Å respectively. From these obser-
vations, it is clear that the mid critical point of the Bi/Co–O bond is shifted more from the initial
position of pristine BiFeO3 than Fe–O critical points. From these observations, it is expected that
the dielectric behaviour of Bi0.9Co0.1FeO3 may reduce compared to pristine BiFeO3, while the mag-
netic behaviour may improve and needs further supporting results.

3.3. Dielectric studies

Figure 6 presents the dielectric permittivity against the logarithmic frequency of Bi1.-xCoxFeO3 (x =
0, 0.1) ceramics. The dielectric permittivities of BiFeO3 and Bi0.9Co0.1FeO3 at 10 kHz are found to
be 43 and 21 respectively. Here, the values of dielectric permittivities and tangential loss are initially

Table 2. Charge density parameters of BiFeO3 and Bi0.9Co0.1FeO3.

Parameters BiFeO3 Bi0.9Co0.1FeO3

Number of cycles 155 196
Number of electrons per unit cell 798 764.4
Number of pixels in unit cell 432000 (60 × 60 × 120) 432000 (60 × 60 × 120)
Prior Density 2.127 e/ Å 3 1.934 e/ Å 3

Lagrange parameter (λ) 0.010709 0.001468
RMEM (%) 0.009899 0.018457
wRMEM (%) 0.009942 0.014239
GRMEM (%) 0.146173 0.057809
Bond length (Bi − O1) 2.541(7) Å 2.534(0) Å

Midpoint electron density 1.214 e/Å 3 0.5671 e/Å 3

Bond length (Fe-O2) 2.105(4) Å 2.105(0) Å

Midpoint energy density 0.9705 e/Å 3 1.190 e/Å 3
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high at lower frequencies and start decreasing as the frequency increases as shown in Figure 6. This
inverse proportion between dielectric permittivity and frequency is related to the formation of
interfacial or space charge polarization in the sample as suggested by Maxwell–Wagner [30].
These charges (space charges) arise from the contrast of conductivities between ferroelectric and
antiferromagnetic phases which creates charge defects such as oxygen vacancies leading to inter-
facial polarization [31].

Figure 4. (a&b) Two dimensional contour images of Bi0.9Co0.1FeO3 between (011) and (012) planes. (c & d) Two dimensional
contour images of BiFeO3 between (011) and (012) planes.
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On the other hand, in the sub infrared mid frequency (103–106 Hz), dipolar polarization arises
due to the exchange of electrons between Fe2+ and Fe3+ redox couple ions. These displaced ions help
in the alignment of dipole along the field direction. Further, Bi3+ ion is responsible for the creation
of p-type charge carriers which is relatively hard to move compared to n-type charge carrier [32].
Hence, total polarization is the combined outcome of the exchange of electrons and p-type charge
carriers. As a result, the dielectric behaviour decreases by increasing the frequency in these samples.
However, the introduction of Co2+ / Co3+ in the Bi site reduces the volatilization of Bi3+ ions and
oxygen vacancies thereby mobilizing the p-type charge carriers to contribute to the net polarization
in Bi0.9Co0.1FeO3 [32, 33]. At higher frequencies, the polarization is unable to follow the applied
frequency because the frequency of ac electric field is unable to complete the hopping frequency
between redox couple ions (Fe2+ / Fe3+ ions). Hence electrons are unable to accumulate at grain
boundaries leading to a decrease in dielectric permittivity and tangential loss at higher frequencies
[34].

Figure 7 presents the frequency-dependent tangential loss of Bi1.-xCoxFeO3 (x = 0, 0.1) ceramics
at ambient temperature. The dielectric losses of BiFeO3 and Bi0.9Co0.1FeO3 at 10 kHz are 0.32 and
0.24 respectively. The dielectric loss arises in the heterogeneous composite either due to relaxation
loss or resistive loss [35]. The former arises from the relaxation of dipoles which dissipates the
energy while the latter arises from the mobilization of the charge carriers by consuming the energy.
The response of dielectric loss with frequency will follow a similar trend of dielectric permittivity.
Hence, at low frequencies, the dielectric loss is high due to the hopping frequency between Fe2+ and
Fe3+ redox couple while at higher frequencies, the sample is unable to follow the hopping frequency
which leads to a decrease in dielectric loss.

Figure 5. (a&b) One dimensional line profile of Bi/Co-O and Fe-O bond lengths obtained from Bi0.9Co0.1FeO3. (c & d) One dimen-
sional line profile of Bi-O and Fe-O bond lengths obtained from BiFeO3.
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3.3.1. Temperature dependent dielectric permittivity
Figure 8 presents the temperature dependent dielectric permittivity of Bi0.9Co0.1FeO3 at selected
frequencies (10, 50, 100, 500 and 1 MHz). Initially, at selected frequencies, the dielectric permit-
tivity increases as the temperature increases and attains a maximum at a temperature known as
Neel Temperature (TN) due to antiferromagnetic to paramagnetic transition and then it decreases
gradually till the measured temperature region. This anomaly around 360°C is due to the syn-
chronization of magnetization and polarization at selected frequencies. At this stage, the vicinity
of the Neel temperature of this sample indicates a linear magnetoelectric coupling in the Bi0.9-
Co0.1FeO3 system. A similar trend was reported by a few of the researchers in BiFeO3 based sys-
tem [35–37]. This behaviour is improved compared to the pristine BiFeO3 as reported in our
previous work [38]. Here, the high value of dielectric permittivity, shift and disappearance of
the dielectric maximum close to 300°C is a consequence of the conducting behaviour involved
in this system.

3.4. Magnetic studies

Figure 9 presents the magnetization response against the applied magnetic field of Bi1.-xCoxFeO3 (x
= 0, 0.1) ceramics at room temperature. The plot of pristine BiFeO3 depicts a linear increase in mag-
netization concerning the applied magnetic field, leading to a slim M-H loop. The remanent mag-
netization (Mr) and coercive field (Hc) are observed to be 0.0011 emu/g and 130.64 Oe respectively.
These outcomes are the signature of antiferromagnetism with a weak ferromagnetic moment in the
pristine BiFeO3 [39]. This Mr with weak ferromagnetic order between Fe ions affects the spiral spin
arrangement and is responsible for Dzyaloshinskii–Moriya interaction [40].

Figure 6. Room temperature dielectric permittivity against the logarithmic frequency of BiFeO3 and Bi0.9Co0.1FeO3.
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In contrast, the plot of Bi0.9Co0.1FeO3 presents a non-linear sigmoidal-shaped variation of mag-
netization with respect to the applied magnetic field leading to a robust hysteresis loop. The rema-
nent magnetization (Mr) and coercive field (Hc) are observed to be 2.040 emu/g and 450.90 Oe
respectively. Here, the value of Mr is three orders higher in magnitude than BiFeO3 and supports
the Rietveld refinement results. However, the hysteresis loop does not saturate till the maximum
value of the applied field (15 kOe). Hence the following equation is used for fitting the hysteresis
loop to identify the contribution of antiferromagnetic/paramagnetic and ferromagnetic behaviours
involved in Bi0.9Co0.1FeO3.

M(H) = 2Ms

p
tan−1 H + Hc

Hc

( )
tan

pMr

2Ms

( )[ ]
+ xH (5)

Here, the first term is associated with ferromagnetic contribution (FM) and the second term is
related to antiferromagnetic or paramagnetic contribution (AFM/PM). Further, Ms denotes the
maximum magnetization and χ is the magnetic susceptibility [41]. The fitted values of the M-H
loop and the contribution of FM and AFM/PM are presented in Figure 10 and the corresponding
values are listed in Table 3.

3.5. Thermal studies

Differential Scanning Calorimetry is one of the important tools for understanding the endothermic
reaction incurred in the given sample. DSC analysis of Bi1-xCoxFeO3 (x = 0, 0.1) reveals four
exothermic anomalies in the measured temperature region, as shown in Figure 11. The first

Figure 7. Tangential loss against the logarithmic frequency of BiFeO3 and Bi0.9Co0.1FeO3..
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anomaly around 100°C to 180°C in both BiFeO3 and Bi0.9Co0.1FeO3 is due to the evaporation of
water and binder involved in the samples [42]. The second anomalies of BiFeO3 and Bi0.9Co0.1FeO3

ceramics are broad and appeared at 370°C and 365°C, corresponding to the antiferromagnetic tran-
sition temperature [39]. The third anomaly of BiFeO3 and Bi0.9Co0.1FeO3 ceramics appeared at
839.19°C and 795.52°C, corresponding to ferroelectric to paraelectric phase transition [43]. A
shoulder peak is also observed in both BiFeO3 and Bi0.9Co0.1FeO3 at 826°C and 780°C respectively
which is due to the formation of additional phases incurred in this system. However, the intensity of
the shoulder peak is suppressed in Bi0.9Co0.1FeO3 compared to pristine BiFeO3 as revealed from
XRD and Rietveld refinement analysis.

4. Discussion

It is well known that BiFeO3 holds a modulated spiral spin structure with a periodicity of 64 nm
along [110]h direction such that the distance between two Fe3+ ions is 0.558 nm. As a result, one
spiral spin structure has 64 / 0.558 = 114 Fe3+ ions [44]. The average magnetic moments of the
BiFeO3 and Bi0.9Co0.1FeO3 are calculated from the magnetization measurements based on [19].
The values are determined to be 0.0049 μB / Fe and 0.465 μB / Fe respectively. The canting angle

Figure 8. Temperature dependent dielectric permittivity of Bi0.9Co0.1FeO3 at various frequencies.

Table 3. Magnetic fitted parameters of Bi0.9Co0.1FeO3.

Sample

Ferromagnetic AFM/PM

χMs(emu/g) Hc(Oe) Error% Ms(emu/g) Hc(Oe) Error%

Bi0.9Co0.1FeO3 8.34 540.40 0.12 0.3524 190.90 0.05 4.103 × 10−5
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of the magnetic spin can also be extracted trigonometrically by considering the spin-only magnetic
moment of Fe3+ ion (5.92μB) as

u = tan−1 mB(f .u)
5.92mB

( )
(6)

The canting angles of BiFeO3 and Bi0.9Co0.1FeO3 are found to be 0.0474 and 4.491 respectively. The
magnetic parameters of BiFeO3 and Bi0.9Co0.1FeO3 are presented in Table 4. From these obser-
vations, the canting angle of Bi0.9Co0.1FeO3 has two orders higher in magnitude than pristine
BiFeO3 as revealed from Rietveld refinement results.

Further, the modified Curie–Weiss law is also studied to understand the diffusion phase tran-
sition incurred in Bi0.9Co0.1FeO3. Figure 12 displays the temperature against the inverse of the
dielectric permittivity of Bi0.9Co0.1FeO3 at 50 kHz. Here, the peak appeared as broad which
could be due to different cations such as bismuth and cobalt existing in the same crystallographic
site with different charge and electronic configurations which leads to a shoulder peak in X-ray
diffraction analysis (Figure 1(b)).

The modified Curie–Weiss law is given by

1
1r

− 1
1m

= (T − Tm)
g

C′ (7)

Here εr is the dielectric permittivity, εm denotes the maximum dielectric permittivity, Tm is the
magnetic transition temperature, C is Curie’s constant and γ is the diffusion coefficient. The

Figure 9. Room temperature magnetization response against the applied magnetic field of BiFeO3 and Bi0.9Co0.1FeO3.

508 R. RAMAN ET AL.

620



Curie–Weiss temperature (T0) of this sample is extracted from slope and intercept values of 1/εr
versus temperature plot [45]. The values of T0, Tm, C and ΔT = Tm-T0 are found to be 333.45°,
358°, 2.382 and 24.55° respectively. Moreover, the degree of diffusion is determined by plotting
Ln(1/ε – 1/εm) against Ln (T-Tm) using the least square fitting method and the value of the diffusion
coefficient is found to be 1.5 (Figure not shown). This diffusion coefficient value lies between ferro-
electric and relaxor ferroelectric values. Hence, the Bi0.9Co0.1FeO3 system possesses diffuse phase
transition which reduces the oxygen vacancies and helps in tuning the magnetoelectric coupling
in these samples.

Temperature-dependent resistivity reveals that the resistivity of the samples remains invariant at
elevated temperature ranges which is also essential due to the reduction of oxygen vacancies that
pin the domain walls with high dielectric permittivity due to high resistivity [46]. Temperature
dependent resistivity at selected frequencies is presented in the supplementary section [S1].

Differential scanning calorimetry analysis reveals that (i) the antiferromagnetic Neel tempera-
ture of Bi0.9Co0.1FeO3 is shifted towards ambient temperature compared to pristine BiFeO3 as

Figure 10. Fitted magnetic parameters of Bi0.9Co0.1FeO3 and the inset shows the FM and AFM/PM contributions of
Bi0.9Co0.1FeO3..

Table 4. Magnetic parameters of BiFeO3 and Bi0.9Co0.1FeO3.

Maximum Magnetization
(Ms) emu/g

Maximum
Magnetization μB / Fe

Magnetization at zero field
(Mr) emu/g

Coercivity
(Oe)

Canting
angle

BiFeO3 0.08788 0.0049 0.0011 130.64 0.0476
Bi0.9Co0.1FeO3 8.70088 0.465 2.040 450.90 5.402
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Figure 11. Temperature dependent differential scanning calorimetry response of Bi1-xCoxFeO3 (x = 0, 0.1) samples.

Figure 12. Temperature dependent inverse dielectric permittivity of Bi0.9Co0.1FeO3 at 50 kHz.
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revealed from XRD analysis. (ii) DSC curves of Bi1-xCoxFeO3 (x = 0, 0.1) samples present the sig-
natures of antiferromagnetic and ferroelectric transition temperature in the expected transition
temperature range and support the linear magnetoelectric coupling behaviour as divulged from
temperature-dependent dielectric studies.

From the temperature dependent resistivity plot at selected frequencies (supplementary section)
andM-H behaviour, the Bi0.9Co0.1FeO3 system possesses high resistivity and magnetization. Hence,
this system might be suitable for resistive random access memory applications [46].

5. Conclusion

To conclude, BiFeO3 and Bi0.9Co0.1FeO3 are synthesized by the solid state route. XRD patterns of
Bi1-xCoxFeO3 (x = 0, 0.1) are crystalized in the R3c phase and the peak intensities of Bi0.9Co0.1FeO3

are shifted towards a lower angle which tilts the FeO6 octahedra to a 15.22° compared to pristine
BiFeO3 (14.89°). The correlation between x-ray diffraction analysis and morphological analysis
reveals that the number of coherent diffracting domains is suppressed to eight in Bi0.9Co0.1FeO3

compared to pristine BiFeO3 (14). The temperature dependent dielectric analysis divulges that
the disappearance of dielectric maximum close 300°C is the outcome of conducting behaviour in
Bi0.9Co0.1FeO3. The thermal analysis unveils that the influence of Co3+ in BiFeO3 shifts the TN

and TC towards lower temperatures and suppresses the additional phases present in Bi0.9Co0.1FeO3.

The magnetization and hence the signature of linear magnetoelectric coupling are considerably
improved in Bi0.9Co0.1FeO3 compared to pristine BiFeO3 which suits for memory storage appli-
cations. These outcomes may probe the researcher to study further theoretical analysis and exper-
imental findings that support the multiferroic behaviour present in this sample.
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Abstract
In this work, the multifunctional properties of BFO are tuned by the novel substitution of erbium and zirconium in the BFO 
lattice and thereby 6 samples Bi(1−x)ErxFe(1−y)ZryO3 (where x = 0.05,0.1 and y = 0, 0.02, 0.05) were prepared. The structural, 
morphological, and elemental aspects of the samples were scrutinized. The multifunctional properties of the samples were 
recorded. The combined effect of 5% erbium and 2% zirconium offered a better saturated ferroelectric loop with a greater 
remnant polarization value (0.74 µC/cm2). By including 5% erbium and 2% zirconium inside bismuth ferrite, the magnetiza-
tion of BFO has improved very much with a remanence value (0.095 emu/g). But, the scaling up of erbium content beyond 
5% and zirconium content beyond 2% caused a downfall in the multifunctional features developed so far in the bismuth fer-
rite system. The electronic band structure calculations of these compounds provide supporting evidence for the spin cycloid 
distortion for the dual-doped compounds.

Keywords  Bismuth ferrite · Sol–gel method · Magnetic · Ferroelectric · Electronic band structure

1  Introduction

Research and development have entered into the modern era 
with the innovative evolution of multiferroic materials. The 
concurrence of many ferroic order states in the multiferroic 
materials is its strong suit. It is more apt to describe the mul-
tiferroics as fertile materials as they could be transformed 

into many forms. The focus on multiferroics has intensi-
fied with the discovery of magnetoelectric linkage inside 
them. Hence, multiferroics serve as a potential source of 
many applications. On tuning the multiferroics in different 
aspects, multiferroics could penetrate into various fields 
through the most exciting applications like memory devices, 
transformers, transducers, generators, sensors, etc. Based on 
the type of magnetoelectric coupling inside the materials, 
the multiferroic materials can be grouped into two classes. 
They are single-phase multiferroics and multiferroic com-
posites. Direct magnetoelectric coupling prevails inside the 
single-phase multiferroic materials which pulled the interest 
of researchers more towards the single phase multiferroic 
materials.

Exclusively bismuth ferrite (one of the single-phase 
multiferroics) exhibits multiferroism at room temperature 
naturally. To enhance its functionality to suit practical appli-
cations, impurity atoms are added to the BFO lattice which 
becomes a hot research of late [1–16]. To be more specific, 
the combination of erbium and some transition metal ion 
substitution triggered the multiferroic tendency inside BFO 
[10, 17–28]. Some researchers have investigated the Zr-
doped BFO, which shows enhanced multifunctional prop-
erties [29–32]. As the volatility of bismuth ions in BFO is 
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one of the serious problems faced by bismuth ferrite, doping 
must reduce the same. Some of the earlier research revealed 
that doping Bi and Fe site with two dissimilar elements 
can lead to the deterioration of the bismuth ion’s volatility. 
Therefore, both the ferroelectricity and magnetism of bis-
muth ferrite can be enhanced on dual substitution simultane-
ously [33–37]. In this context, the multifunctional nature of 
the BFO has been tuned through the substitution of elements 
such as erbium and zirconium in this work.

There are actually three factors that can modify the prop-
erties of the BFO. One factor is the dopant as discussed 
already. The second factor is the concentration of the dopant 
which is emphasized in this work. The third factor is the 
site of dopants which will be discussed in future works. To 
study the effect of one factor, the other two factors must 
be kept constant. From the previous works, it was found 
that erbium is way better as a Bi-site dopant compared to 
ytterbium. Among the Fe site dopants used (niobium, man-
ganese, molybdenum, and zirconium) zirconium was found 
to be better, especially considering all the multifunctional 
properties (ferroelectric, ferromagnetic, and leakage cur-
rent behavior) [38, 39]. Thus, in this work, Bi-site has been 
planned to modify using erbium and Fe-site using zirconium 
to enhance the multiferroic properties of the bismuth ferrite.

2 � Experimental details

Sol–gel technique was employed to synthesize the nan-
oparticles BiFeO3 and Bi(1−x)ErxFe(1−y)ZryO3 (where 
x = 0.05,0.1 and y = 0, 0.02, 0.05). In further discussion, 
BiFeO3 and Bi(1−x)ErxFe(1−y)ZryO3 will be denoted as BFO, 
BE5FO, BE5FZ2O, BE5FZ5O, BE10FO, BE10FZ2O and 
BE10FZ5O respectively. Analytical grade bismuth (lll) 
nitrate pentahydrate (assay 98%, Alfa Aesar), iron (lll) 
nitrate nonahydrate (assay 98%, Alfa Aesar), Erbium (lll) 
nitrate hydrate (assay 99.9%, Alfa Aesar), Zirconium (IV) 
oxy nitrate hydrate (assay 99%, Alfa Aesar), citric acid 
anhydrous (assay 99.5% Merck) and nitric acid (assay 70% 
Merck) were used as starting materials without any further 
purification, as all the chemicals were of analytical grade. 
Appropriate stoichiometric ratio of bismuth nitrate and 
erbium nitrate was mixed with 20 ml of nitric acid and 20 ml 
of distilled water and stirred at 400 rpm and heated at 80 °C. 
At the same time, the appropriate stoichiometric ratio of iron 
nitrate and zirconium nitrate was mixed with 20 ml of dis-
tilled water and stirred at 400 rpm, and heated at 80 °C. The 
citric acid anhydrous, which acts as a chelating agent, was 
mixed with 40 ml of distilled water and stirred at 400 rpm, 
and heated at 80 °C for some time separately. Then all three 
solutions were mixed and stirred at 400 rpm and heated at 
80 °C simultaneously to form the nanopowders. The pow-
ders obtained were crushed and annealed at 650 °C for 4 h. 

For electrical measurements, powders were pelletized. Poly-
vinyl alcohol (PVA) was added to the annealed powders as 
a binding agent. The mixture was crushed using an agate 
mortar and pestle for 6 h. so that the PVA diffuses into the 
sample properly. Then the mixture was filled in a 6 mm die 
and placed inside the pelletizer at 6 tons pressure and left 
for 10–15 min. The resulting 8 mm pellet was sintered at 
600 °C for 4 h. The thickness of the pellets is in the range 
of 0.5–1 mm and the diameter of the pellets is 8 mm. The 
resulting pellets were smoothened and the silver paste was 
coated on both sides of the pellets for ohmic contact.

The phase of the samples was identified with the help of 
model Bruker D8 advance PXRD with Cu Kα radiation of 
wavelength 1.5404 A° at the scanning rate of 0.02 min−1 
and range of 2θ was 10° to 70°. Room temperature Fer-
roelectric properties were studied for the pellets using a 
ferroelectric (P-E) loop tracer from Marine India Pvt. Ltd. 
The magnetic behavior of the samples was analyzed at room 
temperature using a vibrating sample magnetometer (lake-
shore model 7407). Current leakage measurements were 
recorded using a Radiant Precision Premier II ferroelectric 
loop tracer. FESEM image was acquired from Jeol 6390 LV. 
To calculate the electrical structure, one of the most accu-
rate techniques such as the linearized augmented plane wave 
(LAPW) method was used.

3 � Results and discussion

3.1 � Structural analysis

Figure 1a and b demonstrate the X-ray diffraction results 
of the BFO, BE5FO, BE10FO, BE5FZ2O, BE10FZ2O, 
BE5FZ5O, and BE10FZ5O ceramics. Figure 1 explicitly 
revealed the structure of all prepared samples. As per the 
JCPDS data card no. (86-1518), the XRD peaks of all the 
prepared samples in this work confirmed that the samples 
were all crystallized in the rhombohedral-based perovskite 
structure with space group R3c. From Fig. 1, Also, it is evi-
dent that the dopant has no impact on the structural integ-
rity of BFO. However, doping produced a mild impurity 
peak around 28° [38–41]. On comparison with JCPDS data, 
Bi2Fe4O9 (Mullite) matched with the impurity peak.

From Fig. 1a) it is clear that the introduction of erbium 
in the BFO lattice reduced the impurity peak’s intensity. On 
including zirconium 2% along with erbium, the impurity 
peak’s intensity has even got lowered more (almost no impu-
rity peaks could be seen predominantly on 2% zirconium 
doped samples). Subsequently, on increasing the concen-
tration of zirconium to 5%, the impurity peaks got more 
intensified and predominant. And this might be due to the 
increase of volatility of bismuth ions in the BFO lattice on 
doping 5% zirconium. These variations among the XRD 
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patterns of different doped cases prove the proper incorpo-
ration of erbium and zirconium inside the BFO lattice.

The impurity peaks got suppressed on doping Er3+ (both 
5 and 10%) in the bismuth place along with Zr4+ (2%) in 
the iron position of BFO. The re-occurrence of vigorous 
impurity peaks of greater intensity could be witnessed by 
increasing the Zr4+ content from 2 to 5% in the iron posi-
tion of BFO. The reasons for the impurities of BFO are the 
highly volatile nature of Bi ions of BFO and oxygen vacancy. 
It is learned that these problems can be suppressed by dop-
ing rare earth elements at the Bi site. The reason for this 
lies in the stabilization of the bond dissociation energy of 
Bi-O. The Bi-O bond has stabilized as the bond dissociation 
energy of Er-O is stronger than that of Bi-O [41]. Thus, by 
including Er3+ in the bismuth place and Zr4+ (2%) in the 
iron place of BFO, the impurities have been eliminated to a 
greater extent. On scaling up the concentration of Zr4+ from 
2 to 5% at the Fe site of BFO, the impurities reappear. As 
on increasing the doping concentration of zirconium, the 
volatile nature of bismuth ions might have increased, which 
in turn gave rise to greater impurity peaks. These results are 
reflected in the respective ferroelectric, magnetic & leakage 
current behaviors of the samples.

Figure 1b shows the magnified view of the (110) and 
(104) peaks of the XRD patterns of the samples. Peaks 
shift along the higher Bragg's angle when a lower ionic 
radius replaces a higher ionic radius as this kind of 
replacement gives rise to unit cell compression. In this 
work, Er3+ ion of ionic radius 0.103 nm has substituted 
the Bi3+ of ionic radius 0.117 nm. This substitution has 
shifted the Bragg’s peaks along a higher Bragg’s angle as 
expected. As a result of the shift, BFO suffers a contrac-
tion in the unit cell. The peaks (110) and (104) merge 

on doping Er3+ in the place of bismuth and Zr4+ (2%) 
in the iron place of BFO. The introduction of zirconium 
at the iron site has disturbed the spin structure of BFO 
which results in an improvement in the magnetic behavior 
of BFO. The peaks again start to separate on increasing 
the concentration of Zr4+ from 2 to 5% in the iron place 
of BFO. This might be the reason for the declination of 
magnetic property inside BFO on increasing zirconium 
concentration, which will be discussed in the later part. 
Especially, for the samples BE5FZ2O and BE10FZ2O, the 
merging can be observed to be more than in other cases. 
These relative variations between the XRD Pattern of the 
substitution-modified bismuth ferrite and pure bismuth 
ferrite revealed the slight distortion caused by the dopants 
in the BFO. Therefore, Er and Zr have been successfully 
incorporated in the BFO lattice. The interplanar spacing 
for the samples is calculated using the position of 110 
peaks of the respective samples. The direct dependency of 
crystallite size and interplanar spacing is projected by the 
combination of Bragg’s law and the Scherrer formula. The 
crystallite size values are tabulated in Table 1 and these 
values confirm the successful preparation of nanosized 
particles of the samples.

The strain of the respective samples is estimated using 
the below formula.

In the above equation, � indicates the full width at half 
maximum and � is the Bragg’s angle respectively.

It is clear that the crystallite size varies depending on 
doping. Table 1 presents the size of the crystallite and 

Strain =
� Cos�

4 Sin�

Fig. 1   a X-ray diffraction results 
of pure BFO and dopant substi-
tuted BFO samples, b magnified 
image of (104) and (110) peaks 
of the samples
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strain of the prepared samples. From Table 1, it is obvi-
ous that the strain is less for pure BFO, and on doping, the 
strain value is increasing. The increment in the strain val-
ues on doping proves the proper embodiment of the substi-
tutions in the bismuth ferrite. Amidst the doped samples, 
the tensile strain and dislocation density are maximum 
for BE5FZ2O. Here, the strain caused by doping is due to 
the ionic radii mismatch between the dopant ion and par-
ent ion. From Table 1, it is clear the dislocation density 
increases upon introducing erbium at the bismuth place 
and it is scaling up upon introducing zirconium at iron 
place along with erbium at the bismuth place. The peaks 
(110) and (104) merge on doping Er3+ in the place of bis-
muth and Zr4+ (2%) in the iron place of BFO. This merg-
ing may be due to the higher dislocation density of the 
sample compared to the other samples. On the other hand, 
though the dislocation density is small for BE5FZ5O, the 
merging of peaks (110) and (104) could be noticed. The 
scaling up of the doping concentration of zirconium to 
5% induced higher strain (Table 1) inside the BFO lattice 
and intensified back the impurity peaks. This might be the 
reason for peak merging in the case of BE5FZ5O though 
the dislocation density is lower for the sample. The strain 
created in the bismuth ferrite system on doping alters the 
functional behaviors of the BFO, which is discussed later 
in the respective studies.

3.2 � Morphological and elemental analysis

Figure 2 illustrates the surface morphology of the samples 
BE5FO, BE10FO, BE5FZ2O, BE10FZ2O, BE5FZ5O, and 
BE10FZ5O at different magnifications.

The variations of morphology caused in the samples are 
due to proper placements of the dopants inside the BFO. 
FESEM images showcased the microstructural modifica-
tion explicitly. From the previous works, SEM images of the 
BFO projected highly irregular and agglomerated particles 
[38]. It is explicit that doping has improved the clarity of the 
microstructure of BFO.

The morphology tends to become distinguishable to a 
greater extent on introducing 5% of erbium. The shape of the 
particles has become homogenized. Mostly, cubical-shaped 
particles could be observed. (Fig. 2a). On increasing the 
erbium content to 10%, the particles started to club together. 
But still, the separable particles are visible. From Fig. 2c, 
particles have become bigger and countable on zirconium’s 
substitution along with erbium. The shapes of the particles 
have become mostly spherical. Homogeneity still prevailed. 
The 10% erbium and 2% zirconium doped BFO’s morphol-
ogy is displayed in Fig. 2d. And Fig. 2c displayed the mor-
phology of 5% erbium and 2% zirconium doped bismuth 
ferrite. The above statement in the manuscript is the com-
parison of the effect of increase of erbium’s concentration 
in morphology. As in both cases (Fig. 2c and d) zirconium’s 
concentration was the same 2%, the reason for the morpho-
logical variation can be ascribed to the variation of erbium’s 
concentration. In that way, on comparing Fig. 2c and d, more 
particle accumulation could be noted in Fig. 2d, which is 
that of a 10% erbium-doped sample.

Figures 2e and f show the SEM morphologies of 5% 
zirconium-doped samples. Erbium content in Fig. 2e is 5% 
and that in Fig. 2f is 10%. The commencement of lump for-
mations here and there could be observed by scaling up the 
zirconium level to 5% from 2%. In both cases, the mixed par-
ticle shapes are noted. Ionic radii mismatch and Kirkendal 
effects together might be the reason for well-defined parti-
cles and variation in the shapes and accumulation pattern of 
the particles on doping [39, 42]. Internal stresses developed 
inside BFO on doping enabled the chances of more charge 
accumulation. This reduced the reasons for the occurrence 
of high leakage current density. Consequently, zirconium’s 
inclusion in BFO has upgraded the ferroelectricity in the 
bismuth ferrite.

Figure 2g and h evinced the EDAX spectrum and the 
composition table of the BE5FO, BE10FO, BE5FZ2O, 
BE10FZ2O, BE5FZ5O, and BE10FZ5O samples. Proper 
placement of the dopants inside the bismuth ferrite lattice 
has been verified via the EDAX spectrum and table of the 
samples. EDAX results proved the presence of all the added 

Table 1   Size of crystallite and 
strain of the samples

Sample name Crystallite size by Scherrer 
formula (D) (nm)

Strain Dislocation density 
(δ = 1/D2) (× 10–3)

Interplanar 
spacing (d) 
(nm)

BFO 31.91 1.25 × 10–3 0.982 0.2785
BE5FO 23.32 1.46 × 10–3 1.84 0.2783
BE10FO 19.21 1.8 × 10–3 2.71 0.2779
BE5FZ2O 14.71 5.1 × 10–3 4.62 0.2783
BE10FZ2O 17.25 2.42 × 10–3 3.36 0.2781
BE5FZ5O 25.63 3.34 × 10–3 1.52 0.2777
BE10FZ5O 19.58 2.44 × 10–3 2.61 0.2779

629



Molecular design of BiFeO3 via novel substitution by zirconium and erbium for tuning the…

1 3

Page 5 of 13    552 

Fig. 2   Surface morphology of the samples a BE5FO, b BE10FO, c BE5FZ2O d BE10FZ2O, e BE5FZ5O, f BE10FZ5O, g EDAX of the sam-
ples BE5FO, BE10FO and BE5FZ2O, h EDAX of the samples BE10FZ2O, BE5FZ5O and BE10FZ5O

630



	 S. D. Lakshmi et al.

1 3

  552   Page 6 of 13

elements in the compounds. From the EDAX spectrum, the 
existence of required elements (Bi, Fe, Er, Zr, and O) is 
revealed. The absence of any additional peaks confirmed the 
purity of all the samples. From the esteems obtained from 
the EDAX data, the percentage of the constituent elements is 
parallel to the stoichiometric ratio of the respective elements 
in the compounds. 

3.3 � Multifunctional properties

Figure 3a evinces the ferroelectric (PE) hysteresis curves of 
BE5FO, BE10FO, BE5FZ2O, BE10FZ2O, BE5FZ5O and 
BE10FZ5O at room temperature. The P-E measurement is 
carried out at an applied field 10 kV/cm and at a frequency 
of 20 Hz. Generally, the unsaturated ferroelectric loop is 
caused by the low ferroelectric samples. When the ferroelec-
tric experiments are carried out under sub-coercive fields, 

even a good ferroelectric material shows unsaturated loops 
[43, 44]. To avoid these problems, the ferroelectric behaviors 
of the samples in this work were recorded for all possible 
combinations of ferroelectric parameters and chosen as the 
best one among them for analysis.

The ferroelectric loop of BE10FO shows less satura-
tion comparatively (Fig. 3a). The ferroelectric loops of the 
doped samples have significantly improved and the ends 
of the loops tend to become sharp compared to undoped 
BFO indicating the reduction of oxygen vacancies. The 
values of polarization and coercive field for the samples 
BE5FO, BE10FO, BE5FZ2O, BE10FZ2O, BE5FZ5O, and 
BE10FZ5O at an applied field of 10 kV/cm are listed in 
Table 2. The clear-cut point of Table 2 is the inclusion of 
erbium inside the bismuth ferrite system delivered better 
PE loops and including 2% zirconium in the iron place 
along with erbium in the bismuth place has intensified the 

Fig. 2   (continued)
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shape of the P-E hysteresis loop. But on increasing the 
concentration of zirconium to 5%, the ferroelectric param-
eters got lowered again. It is obvious from Table 2 that 
introducing 2% Zr4+ at the Fe site has disturbed the polari-
zation of the samples. Whereas the coercive electric field 
and shape of the hysteresis have improved on doping 2% 
Zr4+ in the iron place along with Er3+ in the bismuth place. 
All the erbium-doped samples produce higher ferroelectric 
parameters compared to undoped BFO. But by introducing 
5% zirconium in the iron position along with erbium in the 
bismuth position, the ferroelectric nature of BFO has been 
affected. The ferroelectric parameters of (5/ 10%)erbium 
and 5% zirconium co-doped BFO fetches lower remnant 
polarization values compared to other doped cases but 
higher than the undoped BFO (Table 2). The ionic radii 
of Zr4+ and Fe3+ are 0.072 nm and 0.069 nm respectively. 
As the Zr4+ has a slightly greater ionic radius than Fe3+ 
ion, the hopping of charges between Fe3+ and Fe2+ ions 
has become more prominent on adding higher zirconium 
content in the position of iron. This might be the cause of 

the reduction in the ferroelectric nature of BFO on intro-
ducing a higher concentration of zirconium.

Figure 3b shows the plot of leakage current density (J) 
against the external electric field (E) for the samples BFO, 
BE5FO, BE10FO, BE5FZ2O, BE10FZ2O, BE5FZ5O, and 
BE10FZ5O. Symmetry sustained in the J-E curves of all the 
samples on the application of positive and negative electric 
fields. Generally, impurities occur in pure bismuth ferrite 
due to high volatility of Bi ions in BFO and the presence of 
oxygen vacancies in BFO. These impurities yield high leak-
age current values in pure BFO. Also, these impurities affect 
the ferroelectric and ferromagnetic behavior of the BFO. It 
is learnt that doping with rare earth elements in the bismuth 
position or iron position of BFO brings down the leakage 
current density of the BFO to a greater extent.

The ceramics BFO, BE5FO, BE10FO, BE5FZ2O, 
BE10FZ2O, BE5FZ5O, and BE10FZ5O attained leakage 
current estimates as given in Table 2, at an external electric 
field of 2 kV/cm. It is clear-cut from the values that on sub-
stituting erbium in the bismuth position of bismuth ferrite, 

Fig. 3   a Ferroelectric loops and b leakage current curves of undoped BFO, BE5FO, BE10FO, BE5FZ2O, BE10FZ2O, BE5FZ5O and 
BE10FZ5O

Table 2   Multifunctional 
parameters of the pure BFO and 
dopant substituted BFO

Sample Pr (μC/cm2) Ec (kV/cm) Leakage 
current 
density

Mr (emu/g) Ms (emu/g) Hc (G) Remnant 
ratio 
(Mr/Ms)

BFO 0.021 2.741 2.86 × 10–5 1 × 10–3 4 × 10–3 260 0.25
BE5FO 0.097 5.35 2.02 × 10–8 16 × 10–3 150 × 10–3 400.59 0.24
BE10FO 0.029 3.32 2.96 × 10–8 11 × 10–3 3.4 × 10–3 484.32 0.19
BE5FZ2O 0.148 1.66 1.81 × 10–8 95 × 10–3 396 × 10–3 412.26 0.16
BE10FZ2O 0.033 1.49 1.45 × 10–8 15 × 10–3 120 × 10–3 535.06 0.125
BE5FZ5O 0.042 2.63 5.81 × 10–7 7.6 × 10–3 115 × 10–3 776.36 0.066
BE10FZ5O 0.0142 0.85 4.18 × 10–8 8 × 10–3 62.5 × 10–3 526.59 0.128
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the leakage current density got reduced. The leakage current 
values have faced further downfall on including 2% zirco-
nium along with erbium in the bismuth place of bismuth 
ferrite. But on raising the zirconium content from 2 to 5% in 
the iron site of bismuth ferrite, the values of leakage current 
density have begun to re-appear.

The volatility of bismuth ions causes high leakage cur-
rent density which is one of the main problems faced by 
BFO. One of the main purposes of doping is to reduce the 
volatility of bismuth ions. But on doping 5% zirconium, the 
leakage current density is high (Fig. 3b). The introduction 
of erbium in the BFO lattice reduced the impurity peak’s 
intensity. On including zirconium 2% along with erbium, the 
impurity peak’s intensity has even got lowered more (almost 
no impurity peaks could be seen predominantly on 2% zirco-
nium doped samples). Subsequently, on increasing the con-
centration of zirconium to 5%, the impurity peaks got more 
intensified and predominant. And this might have increased 
again the volatility of bismuth ions in the BFO lattice on 
doping 5% zirconium. This might cause the increase of leak-
age current behavior in BFO again by increasing the doping 

concentration of zirconium to 5%. Thus, the combined effect 
of 5% erbium and 2% zirconium in scaling down the leak-
age current measurement is marvelous. Thus, the sample 
BE5FZ2O is the best relatively as it lowered the leakage 
current parameter to a greater extent (Fig. 3b).

Figure 4 shows united MH curves of the BFO, BE5FO, 
BE10FO, BE5FZ2O, BE10FZ2O, BE5FZ5O, and 
BE10FZ5O ceramics at room temperature.

One of the main issues faced by bismuth ferrite is its 
weak magnetism. On trying to figure out the reasons for 
the same, it is learned that the spin cycloid arrangement of 
BFO produces zero net magnetic moment [7, 37, 38, 44]. 
This is responsible for the anti-ferromagnetic nature of BFO 
in bulk form. Disturbing the spin cycloid structure results 
in non-zero net magnetization in BFO. This distortion will 
induce ferromagnetism in BFO. It can be achieved by dop-
ing BFO with suitable materials. One more way for inducing 
or enhancing ferromagnetism in a material is by reducing 
the particle size to the nanoscale. The particle size can be 
declined to nanoscale by reducing the sintering temperature 
to 600 °C in the case of doped and undoped BFO. The spin 

Fig. 4   Magnetic hysteresis curves of the a BFO, b BE5FO and BE10FO, c BE5FZ2O and BE5FZ5O and d BE10FZ2O and BE10FZ5O
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motion of erbium’s 4f electrons collaborates with that of 
iron’s 3d electrons. This collaboration leads to the detach-
ment of antiferromagnetic coupling between the Fe3+ ions 
to some extent. In addition to the overlapping spin cycloid 
arrangement (62 nm), Dzyaloshinskii-Moriya (DM) interac-
tion forced a small adjustment in the ideal anti-parallel spin 
alignments. This might be the cause of ferromagnetic occur-
rence inside BFO. The other reasons are decreased distor-
tion degree of rhombohedral structure and the geometrical 
placements of non-magnetic ions in the anti-ferromagnetic 
lattice of Fe3+ ions [45–47].

In this work, (5%/10%) of erbium has been substituted in 
the place of bismuth and (2%/5%) of zirconium in the iron 
place. Table 2 elaborates on the magnetic factors of the pure 
BFO and dopant-substituted BFO. The remanence ratio can 
be calculated by dividing the remnant magnetization value 
by the saturation magnetization of a particular sample. If the 
remanence ratio (Mr/Ms) of a particular material is less than 
0.5, then that material is a soft material but for hard material, 
the ratio will be greater than 0.5 [48]. The remanence ratio 
of all the samples is lower than 0.5. Thus, all the samples 
exhibit soft magnetic nature. On doping 5% of erbium in 
the bismuth place of BFO, the magnetization has increased 
compared to undoped BFO (Table 2). On increasing the 
erbium concentration from 5 to 10%, the magnetization has 
got lowered slightly but is still greater than that of pure BFO. 
The introduction of zirconium in the iron place along with 
erbium in the bismuth place has enormously enhanced the 
magnetic parameters of BFO (Table 2). Again on increas-
ing the zirconium concentration to 5%, the magnetization 
deteriorated. However, Dopants amplified the magnetization 
of the bismuth ferrite system (Table 2). Dissimilarity in the 
ionic radii of bismuth ions and erbium ions delivered better 
magnetic curves relative to undoped BFO (Fig. 4). There-
fore, introducing the dopant of a higher ionic radius than 
the parent ion might have caused more distortion in the spin 
cycloid structure of BFO. And by increasing the concentra-
tion of zirconium at the Fe site, the magnetic parameters of 
the samples have reduced but are still higher than undoped 
BFO (Table 2). So, spin cycloid distortion that happened 
inside the BFO might be the reason for enhanced magnet-
ism on doping erbium 5% and 2% zirconium. The rever-
sal of the spin cycloid distortion might have happened on 
increasing the doping concentration of zirconium beyond 
5%. This might be the reason for the reduction in ferromag-
netic parameters of BE5FZ5O and BE10FZ5O compared to 
other doped cases though it is not lower than that of BFO. 
Thus the sample BE5FZ2O yields a better saturated ferro-
magnetic loop with a greater remnant magnetization value of 
95 × 10–3 emu/g compared to the other samples and undoped 
BFO.

From Table 3, it is obvious that the remnant magneti-
zation obtained in this current work is greater than that 

obtained by Yong-tao Li et al. [10]. Radheshyam Rai et al. 
[27] acquired a slightly high magnetization value compared 
to this work. But, the concentration of erbium is 30% in that 
work [27] and also the sample faced a structural transition. 
C. Nayek et al. [26] recorded higher magnetization value as 
they performed the experiment at 300 K. On the whole, in 
this work, 5% erbium at the bismuth place and 2% zirconium 
at the iron place have provoked the magnetic nature in the 
bismuth ferrite system compared to the other works [10, 
26, 27].

3.4 � Electronic band structure calculations

The electronic band structure calculations were performed 
through FP-LAPW method as implemented in the WIEN2k 
code [49, 50] for all six compounds. The modified Becke 
Johnson (mBJ) exchange potential approach was applied for 
all the calculations as this approach enhances the band gap 
which is underestimated in the GGA method. Self-consistent 
spin-polarized calculations were executed for all the com-
pounds using the lattice parameters found in this experi-
mental work. The electronic band structure and the energy 
band values were calculated. For core states and valence 
states were treated with the full relativistic effects and the 
scalar relativistic approximation respectively. The energy 
convergence limit was set at 10–5 Ry and RMTKmax which 
limits the application of the basis sets is fixed at 7.0. Self-
consistency was obtained using 8 × 8 × 8 k mesh in the irre-
ducible Brillouin zone. The harmonic expansion is set as 
lmax = 10 with Gmax = 12 in charge density Fourier expansions.

The electronic band structures of the two compounds are 
given in Fig. 5. The band gap values of six compounds are 
given in Table.4. In the band structure, the Fermi energy 
level EF is set at 0 eV and the lowest energy band below 
10 eV is Bi-6 s. The bands above this from -8 eV to EF are 
mainly from Fe-t2g and O-2 s like states which show a strong 
hybridization between Fe-d and O-2 s states. The valence 
bands are O-2 s bands. Just above EF, the Fe—eg band occu-
pies up to 4 eV, which forms the conduction band and above 
this, Bi-6p energy states are mainly located. The variation 
in the band gap (Table.4) is due to the substitutional defects 
at Bi-site and Fe-site introduced due to doping at these sites 

Table 3   Comparative table of this work and other works

Bold value in the table is the value from the present work

S. no Dopants and concentration Mr (emu/g) Reference number

1 5% erbium at Bi site 0.095 Current work
2 5% erbium at Bi site (at 

300 k)
0.612 [26]

3 30% erbium at Bi site 0.1 [27]
4 5% erbium at Bi site 0.09 [28]
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by rare earth Er and Transitional metal (TM) Zr respectively. 
The spin-down energy gaps are comparable with that of the 
experimental values [51]. The energy gap changes due to the 
shift of eg bands of Fe atoms with respect to EF. This shift 
is the evidence of Jahn Teller distortion which occurs in the 
octahedral complexes. Thus the Jahn Teller distortion due 
to Fe-site substitution is understood from the band structure. 
Jahn–Teller distortions are most often associated with transi-
tion metal centers and so when these centers are substituted 
by another TM, the position of the energy bands, in particu-
lar, eg bands are shifted and hence there is a change in the 
band gap values. It is known that Jahn–Teller distortion is 
due to the electrostatic interactions between the electrons 
of the ligand (Oxygen atoms) and the lobes of the d-orbital 
(eg) of the TM atom. The shift of eg states is the indication 

Fig. 5   The band structures of BE5FZ5O for a spin down b spin up and the band structures of BE10FZ5O for c spin down d spin up

Table 4   The band gap values and the magnetic moment values 
obtained through the band structure calculations

Compound Energy gap (eV) Magnetic 
moment of Fe 
(µB)Spin down Spin up

BFO 2.039 3.338 4.1983
BE5FO 2.037 3.336 4.1985
BE10FO 2.028 3.321 4.193
BE5FZ2O 2.035 3.328 4.194
BE10FZ2O 2.037 3.334 4.195
BE5FZ5O 2.037 3.333 4.1945
BE10FZ5O 2.027 3.312 4.192
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of the FeO6 octahedron rotation and so there is a variation in 
the magnetic parameters. The calculated magnetic moment 
values of Fe for all the compounds are given in Table and 
these values change for various substitutions with notable 
changes observed for the dual-doped compounds. This is 
clear evidence that the dual doping distorts the spin cycloid 
structure of BiFeO3 by FeO6 octahedral rotation to give 
enhanced magnetic parameters.

4 � Conclusion

Different concentrations of erbium and zirconium-doped 
bismuth ferrite were synthesized using sol–gel technology. 
The proper placement of the dopants inside the bismuth fer-
rite system was ascertained via the XRD pattern, the refine-
ment details, FESEM images, and EDAX analysis of the 
samples. On introducing zirconium along with erbium, the 
magnetic behavior of BFO started to scale up. But on raising 
the zirconium content beyond 5%, the scaled-up magnetiza-
tion faced a downfall. Similarly, on scaling up zirconium 
content the leakage current density again raised in BFO. 
The contribution of the dopants such as erbium and zirco-
nium in enhancing the magnetic and electrical of BFO was 
enormous. On the whole, the multifunctional behaviors were 
enriched including 5% erbium in the bismuth place and 2% 
zirconium in the iron place of bismuth ferrite. The simulta-
neous introduction of erbium and zirconium enhanced fur-
ther the multifunctional aspects of BFO. Especially, doping 
5% erbium and 2% zirconium in the bismuth ferrite setup 
offered superior magnetization. The electronic band struc-
ture calculations of these compounds provide a supporting 
evidence for the spin cycloid distortion for the dual-doped 
compounds.
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ABSTRACT
This study aimed to synthesize a new magnetic photocatalytic nanosystem com-
posed of Ag-CuFe2O4@rGO and to investigate its photodegradation efficiency 
for two organic pollutants of methylene blue (MB) 4-nitrophenol (4-NP) under 
visible light irradiation. The synthesized Ag-CuFe2O4@rGO nanocomposites were 
fully characterized by XRD, TEM, HRTEM, XPS, FTIR, UV and PL analysis which 
shows well controlled small sized (∼ 10 nm from Scherrer formula) CuFe2O4 NPs 
with dense and compact loading over rGO sheets. XRD results reveal that cubic 
spinel structure of CuFe2O4 with nanoparticles (5–10 nm) in shape, which is uni-
formly, decorated on the surface of the rGO sheets. The band gap energy values of 
CuFe2O4, Ag-CuFe2O4 and Ag-CuFe2O4@rGO nanoparticles are calculated as 2.76, 
2.27 and 2.03 eV, respectively. After incorporation of Ag and rGO into CuFe2O4, 
the specific surface area was significantly improved to 154 m2/g for Ag-CuFe2O4@
rGO nanocomposite. Upon inclusion of the photocatalysts, photodegradation 
efficiency increased and the Ag-CuFe2O4@rGO composite showed the highest 
efficiency towards MB (99.5%) and 4-NP (88.7%) followed by the Ag-CuFe2O4. 
With addition of rGO, the electron-hole recombination declines, thus resulting in 
a more optimum photocatalytic performance. The rate constant of Ag-CuFe2O4@
rGO composite was found to be 0.0985 min−1 for MB and 0.0542 min−1 for 4-NP, 
respectively. Moreover, the effect of pH, catalyst dosage, and long term stabil-
ity was thoroughly determined. The improved performance could be attributed 
to the positive synergistic effect between CuFe2O4 nanoparticles and rGO. The 
samples were further evaluated by EIS and dynamic photoresponse in order to 
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identify the charge transfer efficiency. The improved photocatalytic mechanism 
was also explained briefly.

1 Introduction

The disposal of organic pollutants into water resources 
is an issue of environmental significance, particularly 
due to the scarcity of potable water facing our contem-
porary society [1]. Synthetic dyes are considered one 
of the major aquatic pollutants because of their non-
biodegradability, toxicity and unpleasant coloring. 
Great efforts have been made to resolve these prob-
lems, such as chemical oxidation [2], solvent extrac-
tion [3], adsorption [4], flotation [5] and photocatalytic 
degradation [6]. Photocatalytic degradation has been 
extensively studied as a mean of controlling recalci-
trant pollutants such as dyes, and demonstrated suc-
cessful performances in many cases due to its low cost, 
simplicity and high efficiency as well as low secondary 
pollution. Titanium dioxide (TiO2), as a photocatalyst 
for pollutant degradation and solar energy conversion, 
has been widely studied. The magnetic property of fer-
rite makes it attainable for the regeneration of catalyst 
which advance the economic feasibility of this process. 
However, its large band gap (3.2 eV for anatase) and 
low quantum yield determined that it was only active 
under ultraviolet (UV) light irradiation. Therefore, 
considerable efforts have been devoted to exploring 
visible light-responsive photocatalysts and suppress-
ing the recombination rate of photo-generated carriers 
[7, 8].

Several magnetic nanoparticles for use in chemical 
synthesis processes have been developed with recy-
cling and reusability in mind. One of the finest nano-
materials for catalytic processes is ferrites, which have 
the general formula MFe2O4 (M is divalent transition 
metal, such as Mn, Fe, Co, Ni, Cu, Zn, etc.). This is 
since the characteristics of ferrites may be modified 
by switching out the identity of the divalent M2+ ion. 
CuFe2O4 stands out among ferrites for its abundant 
supply, cheap cost, eco-friendliness, and highly active 
Cu(II) cation for catalysis reaction. Steam reforming, 
nitroaromatic reducing, dye destruction, acyloxyla-
tion, phenol hydroxylation, and other catalytic pro-
cesses have all employed CuFe2O4 NPs in recent years 
[9–12]. Moreover, the bulk electron transfer in CuFe2O4 

can be occurred by electron hopping mechanism. The 
large abundance of Cu and Fe in nature, structural sta-
bility and low band gap make it attractive to be used 
as a platform to develop the photocatalyst for deg-
radation various toxic pollutants. However, the fast 
recombination of excited state CB electrons and VB 
holes without initiating the photocatalytic activity lim-
its CuFe2O4 in catalytic applications. Many approaches 
of preventing the photo-induced electron–hole recom-
bination have been reported, such as using CuFe2O4 
composites with transition metal oxides [13], noble 
metals [14], and carbon nanotubes (CNT) [15, 16]. Gra-
phene oxide (GO) could be considered as graphene 
functionalized by hydroxyl, carboxylic acid, and epox-
ide groups [17, 18], and their properties are sensitive 
to chemical doping, adsorbed or bound species [19]. 
Generally, an electron energy gap could be varied by 
oxidation of graphene, and the value of the energy 
gap depends on oxidization degree of graphene and 
species of oxygen-containing groups. It means that GO 
could change from conducting to insulating by tuning 
the C/O ratios [20]. In particular, the superior electri-
cal conductive rGO sheets can function as an electron 
collector and transporter to lengthen the charge carrier 
lifetime, leading to improvements in the photocata-
lytic performance. The rGO sheets also extract organic 
pollutants from the solution to increase the contact 
area between the catalysts. Moreover, the CuFe2O4 
nanoparticles prevent the restacking of rGO sheets 
during operation to give high performance and reus-
able catalysts. TiO2/graphene, CuO/graphene, Fe2O3/
graphene, ZnO/graphene, Fe3O4/graphene, NiO/
graphene, and Mn3O4/graphene are only few of the 
oxide/graphene composites that have been reported 
on [21–24]. But, there is no report about Ag doped 
CuFe2O4/rGO nanocomposite as photocatalytic per-
formance. To the best of the author knowledge this 
is the first report on photocatalytic activity of Ag-
CuFe2O4@rGO composite photocatalyst under vis-
ible light irradiation. In the present work, chemically 
reduced GO was utilized as a support for CuFe2O4 
nanoparticles (CuFe2O4@rGO). The XRD and TEM 
studies of Ag-CuFe2O4@rGO reveal that CuFe2O4 is 
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well crystallized and distributed uniformly onto the 
GO. The activity test of Ag-CuFe2O4@rGO shows that 
the composite has a good catalytic effect on the deg-
radation of different dyes such as MB and 4-NP, and 
they have been chosen to study catalytic performance 
in different conditions. The results demonstrates that 
the prepared Ag-CuFe2O4@rGO composite showed 
high degradation efficiency, apparent constant, long 
term stability and good electrochemical performance 
than compared with bare CuFe2O4. This could be due 
to the charge transfer process of CuFe2O4 significantly 
improved by metallic Ag and conductive rGO. The Ag 
nanoparticles (Ag NP), which display the SPR at wave-
lengths of 400 nm, are anchored onto the rGO surface. 
Secondly, the nobel metal Ag, on the other hand, con-
tributes to the activity by forming a Schottky barrier at 
the metal − semiconductor interface. This Schottky bar-
rier can serve as an effective electron trap causing high 
density of states at the Fermi level (EF) of the interface 
and minimizing the charge carrier recombination. This 
electronic factor contributes to charge separation and 
utilization.

2 �Experimental section

2.1 �Chemical used

All the required chemicals of analytical grade were 
bought from Sigma-Aldrich Company. Iron nitrate 
nonahydrate (Fe(NO3)3·9H2O, ≥ 98%), Copper(II)

nitrate trihydrate. Cu(NO3)2·3H2O ≥ 99.9%), hydro-
gen peroxide (H2O2, 35%), ammonia (NH3, ≥ 99.98%), 
Sulphuric acid (H2SO4, 98%), Silver nitrate (AgNO3, 
99.9%), Graphene powder (99% )and Potassium nitrate 
(KNO3, > 99%).

2.2 �Synthesis of CuFe2O4, and Ag‑CuFe2O4

Distilled water was used to make a 50 mL solution of 
copper nitrate 0.01 M and iron nitrate 0.02 M. The two 
solutions were combined and stirred vigorously with 
a magnet for 30 min. The pH was adjusted by adding 
ammonia, and the solution was stirred for another 30 
min before being left to settle. The pH of the solution 
was measured by using digital pH meter and the val-
ues are 6 and 9.5 for before and after adding ammonia 
solution. The molarity of 25% (w/v) NH3 solution is 
14.7 mol /L or 14.7 M. The suspension was heated for 
2 h at 80 °C as mentioned in Fig. 1a. The sample was 
dried in an oven and the dry material was crushed and 
then calcinated for 1 h at 500 °C. A suitable amount of 
silver nitrate (5% Ag doping, 0.05 g in 50 ml of distilled 
water) was prepared and then added to a solution of 
copper ferrite. The same procedure was followed fur-
ther for the synthesis of copper ferrite. The product 
was silver-doped copper ferrite.

2.3 �Synthesis of Ag‑CuFe2O4@rGO

To begin, rGO was made using Hummer’s approach, 
as described in the prior work [25]. The ultrasonica-
tion method was utilized to create a nanocomposite 

Fig. 1   a Schematic representation of the synthesis process of Ag doped CuFe2O4, b Ag doped CuFe2O4/rGO composites, c Powder 
XRD pattern of rGO, CuFe2O4, Ag-CuFe2O4, Ag-CuFe2O4@rGO
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of silver-doped copper ferrite (Ag-CuFe2O4) and 
reduced graphene oxide (rGO). Fifty milliliters of 
distilled water had 0.5 g of Ag-CuFe2O4 and 0.05 g of 
rGO added to it. Both solutions were sonicated for an 
hour at 60 degrees Celsius. The two solutions were 
then combined by dissolving them and sonicating the 
combination for 2 h, as illustrated in Fig. 1b. Finally, 
after drying at 80 °C for a whole day, it was put away.

2.4 �Characterization techniques

X-ray diffraction (XRD) pattern was performed on a 
diffractometer (Rigaku Miniflex, Tokyo, Japan) using 
Cu Kα radiation (λ = 1.5406 Å) at a scan rate of 0.05 
2°/s. A scanning electron microscope (SEM), model 
JSM 6700 F, at an accelerating voltage of 10 kV and 
a transmission electron microscope (TEM), model 
CM200 (Philips, Eindhoven, The Netherlands), at the 
opening voltage of 20–200 kV were used to investigate 
the morphology of the materials. An Autosorb-IQ-MP 
automatic gas analyser at 77 k was applied to calculate 
the specific surface area of the samples. Laser Raman 
spectra were recorded on Renishaw in-Via Raman sys-
tems equipped with a 514 nm line of an air ion laser 
as the excitation source. X-ray photoelectron spectros-
copy (XPS) spectra were acquired using an ESCALAB 
250 photoelectron spectrometer (Waltham, MA, USA). 
The UV absorption spectra of the sample were per-
formed on a UV–VIS spectrophotometer (Shimadzu 
UV 3600, Japan). Electrochemical measurements were 
performed with a standard three-electrode setup (The 
Multi Autolab PGSTAT204).

2.5 �Photocatalytic set up

The degradation of methylene blue (MB) and 4-nitro-
phenol (4-NP) solutions was used to evaluate the 
photocatalytic activity of complex Ag-CuFe2O4@rGO. 
The photocatalytic reactions were carried out using the 
procedure stated above using visible light irradiation 
(350–750 nm). A 400 W lamp (OSRAM, Germany) was 
used as a light source. A 5 mL portion of 1 × 10−5 M MB 
was placed in a quartz cell containing glass material (2 
pieces, approximately 1 × 1 cm). Special attention was 
paid for contacting the dye solution and UV light with 
glass surface and solutions were shaken continuously. 
The photo catalysts were irradiated with visible light 
for different timings (0, 15, 30, 45 and 60 min) with a 
regular interval of 15 min. The UV–Vis–NIR measure-
ment was performed using PerkinElmer lambda 25 

spectrophotometer to determine the absorption. The 
absorption of MB at 664 nm and 4-NP at 220 nm was 
monitored over 60 min in the presence and absence of 
light or glass material. At regular intervals of irradia-
tion, aliquots of 2 mL sampled and then absorption 
was measured in terms of change in intensity at 664 
and 220 nm. The percentage removal of phenol was 
calculated using the following equation: Removal % = 
(C° ― Ct)/ C° × 100, where C° is the initial concentra-
tion of dye in the solution, Ct is the residual concen-
tration of dye at a specific time t. The kinetics of the 
degradation reactions were modeled using the follow-
ing first-order expression: In Ct/Co = ―kt, where C° is 
the initial concentration of phenol in the solution,  is 
the residual concentration of phenol at a specific time 
t, and k is the rate constant which can be calculated 
from the slope of ln (Ct/Co) versus time.

3 �Results and discussion

3.1 �XRD analysis

In Fig. 1c, we can see the powder XRD diffraction 
patterns of the final GO, CuFe2O4, Ag-CuFe2O4, and 
Ag-CuFe2O4@rGO nanocomposite. The oxidation of 
graphite to GO may be seen in the XRD profile by 
the presence of diffraction peaks at 2θ of 10.41° and 
42.31°, respectively, attributable to the (001) and (100) 
planes. Especially prepared CuFe2O4 nanoparticles 
form a pure spinel phase of CuFe2O4, as shown by 
a good match between their reflected peaks and the 
typical structure for spinel phase CuFe2O4 (JCPDS No. 
34–0425). Ag-CuFe2O4 and Ag-CuFe2O4@rGO nano-
composite exhibit diffraction peaks that are identi-
cal to those of pure CuFe2O4 nanoparticles. Since the 
quantity of GO in the CuFe2O4/GO nanocomposite is 
probably too low for detection by XRD [26], the dis-
tinctive diffraction peak of GO is not seen. SEM, TEM, 
and HRTEM images further prove that GO is present 
in the nanocomposite.

3.2 �Morphological analysis

The micromorphology and microstructure of GO, 
Ag-CuFe2O4 and Ag-CuFe2O4@rGO samples were 
acquired by using ESEM and TEM. In Fig. 2a, GO 
presents a regular lamellar structure with wrinkle 
on the surface, implying that rGO is suitable as a car-
rier which could uniformly and stably immobilize 
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the Ag-CuFe2O4 nanoparticles in the synthesis pro-
cess. As for the Ag-CuFe2O4 sample, its nanoparticles 
present as regular tetragonal microcrystals but many 
are agglomerated into blocks, reducing the accessible 
active sites. When incorporated Ag-CuFe2O4 into rGO, 
most CuFe2O4 nanocrystals are evenly anchored on the 
surface and into the interior of rGO, and the transpar-
ent silk yarn lamella structure of graphene was more 
obvious. Further the TEM image of Ag-CuFe2O4@rGO 
composite reveals that Ag-CuFe2O4 nanoparticles are 
uniformly distributed (average diameter of around 
10–15 nm) on the rGO sheet surface (Fig. 2d). The 
clear fringes in the HRTEM image (Fig. 2e), which the 
d values are 0.267 and 0.298 nm are belongs to (001) 
and (221) planes of rGO and CuFe2O4, respectively. 
Additionally, the EDS spectra as elemental mapping 
images clearly showed that the elements of Ag, C, O, 
Fe and Cu were uniformly distributed throughout the 
hybrid catalyst, further confirming the even immobili-
zation of CuFe2O4 nanoparticles on the surface of rGO 
(Fig. 2f). From the SEM and TEM, it was clear evi-
dent that CuFe2O4 nanoparticles are uniformly coated 
on the surface of the rGO sheets, which can increase 
the surface area. In fact, the 2D structure of rGO not 
only enhances the adsorption ability of the photo-
catalysts but also in favor of the uniform distribu-
tion of CuFe2O4 nanoparticles (increasing the contact 

area between them). Therefore, the Ag/CuFe2O4/rGO 
shows a promising potential in the photocatalysis 
field. The sufficient contact between the rGO and 
CuFe2O4 not only provides more opportunities for 
electron transport but also achieves the synergy of 
these two materials.

3.3 �FTIR spectra analysis

FT-IR spectra may be obtained between 400 and 4000 
cm−1. Functional group recognition was accomplished 
using Fourier transform infrared spectroscopy. Cop-
per and ferrite were seen between 400 and 600 cm−1. 
The metal ions in octahedral sites were allocated to 
the band at approximately 498 cm−1, whereas those 
in tetrahedral sites were assigned to the band at 
around 612 cm−1. This band at 3431 cm−1 is caused by 
the elongation of H2O and O-H molecules, indicat-
ing the presence of water. The band at 1612 cm−1 was 
associated with the deflection of water molecules. Co-
precipitated specimens were identified as CO3

2− and 
HCO3

− based on bands detected at about 1222 and 
1417 cm−1 [27]. Because Ag and rGO nanosheets were 
incorporated into the copper ferrite structure, the 
FT-IR spectra of all the photocatalyst samples were 
quite similar; nevertheless, graph c showed a peak of 
carbon dioxide at 2358 cm−1. Figure 3a displays all of 

Fig. 2   SEM images of a rGO; b CuFe2O4; c Ag-CuFe2O4@rGO; TEM image of d Ag-CuFe2O4@rGO; e HRTEM image of Ag-
CuFe2O4@rGO; f EDS spectra of Ag-CuFe2O4@rGO
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the information displayed for CuFe2O4, Ag-CuFe2O4, 
and Ag-CuFe2O4@rGO.

3.4 �Optical studies

UV–Visible absorbance data of the CuFe2O4, Ag-
CuFe2O4 and Ag-CuFe2O4@rGO nanocomposite are 
shown in Fig. 3b. The absorptions of CuFe2O4 were 
observed at 445 nm (ligand feld transitions). The 
absorption peak of Ag-CuFe2O4 at 541 nm is the 
indicative of CuFe2O4 doped by metallic nature of Ag. 
Compared to CuFe2O4 and Ag-CuFe2O4 samples, Ag-
CuFe2O4@rGO shows higher absorbance at the chosen 
wavelength of excitation (600 nm) which makes them 
possible to observe near resonant nonlinearity. Moreo-
ver, the considerable red shifted in the visible region is 
due to narrowing the band gap by conductive nature 
rGO. The absorbance spectra results were then treated 
in order to determine the band gap energy (Eg) of each 
sample using Tauc`s expression: αhʋ = b(hʋ−Eg)n, h is 
the plank constant, ν is the frequency of the incident 
light, α is the absorption coefficient, b is a proportion 
constant and Eg is the band gap energy defined as the 

difference between the lowest energy level in conduc-
tion band and the highest energy level in valence band 
[28–30]. When linearity was identified within the Tauc 
plot, extrapolation to the × axis revealed possible opti-
cal band gap energies for the sample. The plotting was 
repeated, once using power n = 1/2 so as to identify 
direct gap behavior, and secondly using power n = 2 
to identify behavior characteristic of indirect energy 
gaps within the samples. In our case, CuFe2O4 is 
indirect band gap type, hence used the plot between 
(αhʋ)2 vs. Eg in order to get band gap energy value. 
The band gap energy values of CuFe2O4, Ag-CuFe2O4 
and Ag-CuFe2O4@rGO nanoparticles are calculated as 
2.76, 2.27 and 2.03 eV, respectively (Fig. 3c). Therefore, 
these kinds of nanoparticles exhibit a high photocata-
lytic activity under visible light irradiation. As can 
be shown in Fig. 3d, the integration of GO into Ag- 
CuFe2O4@rGO has an influence on the e-/h + recom-
bination manipulate, hence PL was performed to 
better understand this effect. In the PL spectrum of 
CuFe2O4, the recombination of the photogenerated 
e-/h + couples produces a prominent emission peak at 
around 554 nm, and this peak’s strength decreased 

Fig. 3   a FTIR spectra of photocatalyst samples; b UV–Vis 
absorption spectra; c Band gap plot; d Room temperature PL 
spectra of all the photocatalysts with excitation wavelength of 

450 nm; e N2 adsorption-desorption; f pore size distribution 
curves of rGO, CuFe2O4 and Ag-CuFe2O4@rGO samples
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substantially for the Ag- CuFe2O4@rGO sample. The 
good contact between the GO and CuFe2O4 nanoparti-
cle results in a low recombination rate of the photoin-
duced charged carriers, as shown by the very weak 
strength of the PL spectrum of Ag- CuFe2O4@rGO [31].

3.5 �Surface area analysis

Because gas sensing performance is determined by 
the adsorption and desorption of the dye molecules, 
the surface area of the nanocomposite is crucial. Fig-
ure 3e displays the results of a N2 adsorption-desorp-
tion investigation performed to determine the surface 
area of our nanocomposite (Ag-CuFe2O4@rGO). The 
rGO surface area was calculated for further context. 
According to the IUPAC categorization, the BET sur-
faces of rGO, CuFe2O4, and Ag-CuFe2O4@rGO nano-
composite show a type IV isotherm [32–34]. Specific 
surface area was calculated to be 78 m2/g for rGO 
and 67 m2/g for CuFe2O4. Ag and rGO were added 
to CuFe2O4 to increase its specific surface area, and 
the resulting Ag-CuFe2O4@rGO nanocomposite had a 
much higher value of 154 m2/g. Figure 3f shows the 

relevant pore size plots. Additional evidence that the 
materials are mesoporous is that their pore sizes are 
between 10 and 20 nm.

3.6 �Photocatalytic studies

Methyl blue (MB) and 4-nitrophenol (4-NP) the pho-
todegradation in an aqueous solution under 400 W 
lamp exposure to visible light are used to compare the 
photocatalytic capabilities of CuFe2O4 and Ag- 
CuFe2O4@rGO core shell composite photocatalyst. The 
MB and 4-NP solution with CuFe2O4 and Ag- 
CuFe2O4@rGO as photocatalyst is shown in Fig. 4a–d. 
To track the catalytic degradation manipulate, we set-
tled on the wavelength of the absorption peak that 
occurs between the MB (664 nm) and 4-NP (220 nm). 
As the amount of time an object is exposed to light 
increases, the absorption peaks weaken. This finding 
suggests that exposure to ultraviolet (UV) light in the 
presence of Ag-CuFe2O4@rGO leads to the progressive 
degradation of MB and 4-NP. According to their 
absorption spectrum, Ag-CuFe2O4@rGO photocata-
lysts are more effective than CuFe2O4 at degrading 

Fig. 4   UV absorption spec-
tra of MB over a CuFe2O4 
and b Ag-CuFe2O4@rGO, 
UV absorption spectra of 
4-NP over c CuFe2O4 and d 
Ag-CuFe2O4@rGO
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MB. At pH 7 and a catalyst dose of 0.1 g/L, and a drug 
amount of 10 mg/L, the photodegradation action of 
CuFe2O4 and Ag- CuFe2O4@rGO was assessed. Fig-
ure 5a, b displays the findings for MB and Fig. 5c, d 
displays the results for 4-NP. Under visible light radia-
tion treatment, only a small amount of MB (26.5% deg-
radation) and 4-NP (14.5%) was destroyed in bare 
CuFe2O4 nanoparticles. When the photocatalysts were 
added, however, the photodegradation activity rose, 
with the Ag- CuFe2O4@rGO composite demonstrating 
the greatest efficiency towards MB (99.5%) and 4-NP 
(88.7%). When rGO is present, electron-hole recombi-
nation decreases, leading to enhanced photocatalytic 
activity. Since the band gap energy of Ag is lower than 
the one that transfers band of rGO, the inclusion of Ag 

nanoparticles improves the rate of charge carrier seg-
regation and reduces electron-hole recombination, 
further increasing efficiency. The following first-order 
formula [35] was used to predict the kinetics of the 
degrading processes. A 0.0985 min−1 rate constant for 
MB and a 0.0542 min−1 rate variable for 4-NP were 
determined for the Ag- CuFe2O4@rGO composite. This 
finding demonstrates that rGO’s presence offers an 
alternate carrier channel and effectively splits pho-
togenerated electron-hole pairs, thereby blocking 
recombination. Table 1 displays the total photocata-
lytic parameters. Testing the catalyst’s repeatability is 
crucial before using it on a massive scale. In Fig. 6a, b, 
samples of pure CuFe2O4 and Ag- CuFe2O4@rGO com-
posites were tested under the same experimental 

Fig. 5   a MB degradation 
efficiency; b 4-NP degrada-
tion efficiency of all the 
photocatalyst samples under 
visible light; first order 
kinetic plot of c MB; d 4-NP 
using CuFe2O4, Ag-CuFe2O4 
and Ag-CuFe2O4@rGO 
photocatalyst samples

Table 1   Photocatalytic 
activity parameters of 
CuFe2O4CuFe2O4 and 
Ag-CuFe2O4@rGO 
composite samples

Samples Rate constant of MB Rate constant of 
4-NP

MB degrada-
tion efficiency 
(%)

4-NP degrada-
tion efficiency 
(%)K (h−1) min−1 R2 K (h−1) min−1 R2

CuFe2O4 0.0071 0.992 0.0091 0.994 26.5 14.5
Ag-CuFe2O4 0.0651 0.987 0.1498 0.983 57.8 38.6
Ag-CuFe2O4 @rGO 0.0985 0.989 0.0542 0.988 99.5 88.7
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conditions to compare their recyclability. In order to 
reuse the catalyst sample for further photocatalytic 
reactions, it was centrifuged after each run, given a 
complete wash, and then dried. In the first three cycles 
of catalyst reuse, there was no discernible decrease in 
MB efficiency, and degradation was thus estimated to 
be 100%. The good photo-stability and recycling was 
found despite a minor decline in activity in the fourth 
cycle (98.2%) and in the fifth cycle (97.2%), respec-
tively. Based on the recycling data, it seems that Ag- 
CuFe2O4@rGO is a superior photocatalyst for the deg-
radation of dyes and may hold promise as a 
photocatalyst for treating industrial effluent. In order 
to show the applicability and efficiency of our nano-
catalytic system, results are compared with some of 
the recently reported methods [36–44] for the reduc-
tion of organic pollutants (4-NP and MB) (Table 2). 
Under acidic and basic conditions, the catalytic effect 
of the Ag-CuFe2O4@rGO composite was studied to see 
how pH affected the breakdown of phenol. Using 0.1 
M HCl and 0.1 M NaOH, respectively, the pH of the 
phenol solutions was adjusted to 3 (acidic medium) 
and 10 (basic medium). Figure 6c displays the find-
ings, showing that the Ag- CuFe2O4@rGO composite’s 

catalytic activity was noticeably greater in the acidic 
media than in the basic medium. In the acidic media, 
phenol was eliminated entirely after 60 min, but in the 
basic medium, MB was eliminated by just 30%. Leach-
ing of metals from the catalyst’s solid state under 
acidic reaction conditions may allow it to function as 
a homogeneous catalyst, hence enhancing the degra-
dation of MB even more. Figure 6d displays the impact 
of varying Ag-CuFe2O4@rGO concentrations on MB 
degradation. When the concentration of Ag-CuFe2O4@
rGO is raised from 0.2 g/L to 0.8 g/L, the degradation 
efficiency soars from 26.5 to 99.0%. Nevertheless, 
increasing the Ag-CuFe2O4@rGO concentration from 
0.8 to 1.0 g/L had no appreciable effect. The degrada-
tion of 1 mM buffered MB and 4-NP dye solution was 
carried out in the process of catalytic ozonation with 
Ag-CuFe2O4@rGO. After 60 min of treatment, all of the 
MB and 4-NP were mineralized and 10 mgL−1 Ag ion 
was detected in the final solution. In order to examine 
the effect of Ag2+ on the mineralization of MB and 
4-NP, experiments were conducted under several dif-
ferent conditions (Fig. S1 and Fig. S2). In particular, 10 
mgL−1 Ag ion was used as the catalyst and the results 
are compared. There was negligible reduction of MB 

Fig. 6   Recycling test of a 
MB; b 4-NP using CuFe2O4 
and Ag-CuFe2O4@rGO pho-
tocatalyst samples under vis-
ible light exposure; c Effect 
of initial pH value on the 
degradation of MB. Experi-
mental conditions: Dos-
age = 0.8 g/L MB = 0.05mM; 
pH = 7.0; T = 298 K; d 
Effect of dosage on degrada-
tion of MB. Experimental 
conditions: Experimental 
conditions. Dosage = 0.8 g/L 
MB = 0.05 mM; pH = 7.0; 
T = 298 K

647



	 J Mater Sci: Mater Electron          (2024) 35:368   368  Page 10 of 15

in the absence of ozone. nitrobenzene, where much 
less metal ion leaching was observed. The degradation 
process of the PCBs mixture using different photocata-
lysts was monitored through total organic carbon 
(TOC) analysis and the resultanf plot is shown in Fig. 
S3 and Fig. S4. The TOC removal efficiency (%) was 
d e t e r m i n e d  u s i n g  t h e  f o l l o w i n g ;  T O C 
Removal(%)=(TOC0−TOCt/TOC0), TOC0 and TOCt are 
the initial solution and the total organic carbon con-
centrations, respectively. All photocatalysts showed 
slight adsorption of MB. After 60 min of irradiation, 

degradations of MB of 74.1%, 92.4%, and 95.6% were 
achieved using CuFe2O4, Ag-CuFe2O4 and Ag-
CuFe2O4/rGO, respectively (Fig.S3). While the 4-NP 
degradation was found to be 67, 76 and 85%, respec-
tively (Fig.S4). These results revealed that the synthe-
sized materials show excellent photocatalytic activity 
against MB than compared with 4-NP. Theoretically, 
a larger catalyst dose might boost the number of active 
sites on Ag-CuFe2O4@rGO, leading to a greater num-
ber of generated radicals and hence a faster conversion 
rate. nevertheless a substantial number of dyes were 

Fig. 7   Scavenger stud-
ies of Ag-CuFe2O4@rGO 
using a MB; b 4-NP under 
visible light; c Dynamic 
photo current response and 
d TRPL decay curves upon 
the excitation at 450 nm for 
CuFe2O4, Ag-CuFe2O4 and 
Ag-CuFe2O4@rGO compos-
ite samples

Table 2   A comparison of 
photodegradation of MB 
between present work and 
already reported rGO-based 
composite materials

Catalyst Light source Dye Time (min) Degradation (%) References

Ag-ZnO/rGO NPs Visible light MB 180 65.2 [36]
Ag/RGO/MnO2 Visible light MB 120 89.2 [37]
CuFe2O4/rGO Visible light MB 180 92.5 [38]
CuFe2O4/rGO Visible light MB 210 96.5 [39]
CuFe2O4@TiO2 Visible light MB 150 47.5 [40]
CuFe2O4 Visible light 4-NP 120 77.2 [41]
CuFe2O4 Visible light PNP 90 78.3 [42]
P coated CuFe2O4 Visible light 4-NP 150 71.2 [43]
CuFe2O4 Visible light 4-NP 120 81.4 [44]
Ag-CuFe2O4@rGO Visible light MB/4-NP 60 99.5/88.7 This work
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degraded from the reaction solution when the dose of 
catalyst approached 10 mg, without any observable 
increase in the degradation rate. Ammonium oxalate 
(AO), isopropanol (IPA), and 1,4-benzoquinone (BQ) 
have been selected as scavengers for h+, ·OH−, and ·O2

−, 
respectively, to study the degradation of MB and 4-NP 
and their respective pathways of reaction. Figure 7a 
and b displays that after 60 min of visible light irradia-
tion, only 10.5 and 8.7% of MB and 4-NP, respectively, 
were destroyed without scavengers. The results of the 
effect of pH value (Fig.  6) are consistent with the 
observation that the addition of IPA causes a little shift 
in the rate of decomposition compared to that without 
scavengers, suggesting that ·OH− radicals may be 
inconsequential in the photocatalytic process. Under 
the same conditions, the photocatalytic activity is dras-
tically dampened by the addition of BQ and AO, with 
MB degradation dropping to 73% and 94%, 

respectively. Direct interaction of photogenerated elec-
trons with oxygen might result in the formation of 
radicals ·O2

−. Figure 7c shows that Ag- CuFe2O4@rGO 
photocatalysts have a greater the photocurrent signal 
compared to CuFe2O4 and Ag- CuFe2O4 photocata-
lysts. When compared to CuFe2O4 (1.64 mAcm−1), Ag- 
CuFe2O4@rGO demonstrated 7.5-fold higher photo-
current intensity (12.3 mAcm−1) under illumination 
[45], demonstrating that more photogenerated carriers 
may be created over the ZnO/ZnS photocatalyst. 
Charge transfer in Ag- CuFe2O4@rGO heterostructures 
has been studied using time-resolved photolumines-
cence spectroscopy (TRPL). All of the generated sam-
ples’ photoexcited electron decay by TRPL with 450 
nm excitation is shown in Fig. 7d. Average lifetimes of 
2.82 ns for CuFe2O4, 3.05 ns for Ag- CuFe2O4, and 5.97 
ns for Ag- CuFe2O4@rGO show that charge transfer 
occurs more quickly in heterostructures than in 

Fig. 8   ESR spectra of different systems. a PDS solution cata-
lyzed by bare CuFe2O4 under room temperature; b PDS solution 
catalyzed by Ag-CuFe2O4@rGO under room temperature; c Pho-

tocatalytic degradation mechanism for dyes over Ag-CuFe2O4@
rGO composite under visible irradiation
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CuFe2O4. With DMPO as the spin capturing agent, 
ESR studies were performed to prove the formation of 
SO4

·/·OH and the exceptional part played by Ag- 
CuFe2O4@rGO in the induction of PDS. Signals for 
DMPO-OH and DMPO-SO4 adducts are shown to 
have risen with addition of CuFe2O4catalyst to PDS 
solution at room temperature (Fig.  8a). Figure  8b 
shows that the application of Ag-CuFe2O4@rGO sig-
nificantly amplified the signals of DMPO-OH and 
DMPO-SO4 adducts; HO· and SO4

·− were identified as 
the primary radicals in the reaction system, and ·OH 
resulted from the interaction of SO4

·− and H2O [46]. 
The following is a hypothesized photocatalytic mecha-
nism of Ag- CuFe2O4@rGO based on the data above, 
and it is shown in Fig. 8c. Electrons (e−) in the valence 
band (VB) of CuFe2O4 may be stimulated to its con-
duction band (CB), resulting in the formation of holes 
(h+) in the VB at the same time when irradiated with 
visible light. The electrons are swiftly transported to 
the rGO through a percolation process due to the 
rGO’s reputation as an excellent electron acceptor [47]. 
Then, the ·O2

− may be created when the negatively 
charged GO reacts with O2. Dye degradation to carbon 
dioxide and water is facilitated by the ·O2

− and h+.

4 �Conclusions

To create Ag-CuFe2O4@rGO nanostructures, a 
straightforward hydrothermal technique was 
designed. The promoting mechanism of rGO on 
CuFe2O4 was deduced from characterization data 
including XRD, SEM-EDS, TEM, BET, FTIR, and PL. 
The addition of rGO improved the available reac-
tive sites for photocatalytic activation by increasing 
the specific surface area, the pore volume, and the 
mono-dispersed anchoring of CuFe2O4 nanocrys-
tals on the surface of rGO. As a result of the photo-
catalyst’s heterostructure, which allows for a low 
electron-hole recombination rate, the system was 
able to demonstrate a high photodegradation effi-
ciency for the drug pollutants. There is hope for 
a cheap water purification method since the pho-
tocatalytic nanoparticles may be reused up to five 
times with little loss of photodegradation efficacy. 
To further boost photocatalytic activation, rGO’s 
added carbon-based groups also served as an aux-
iliary catalyst. Ag-CuFe2O4@rGO composites have 
been shown to catalyze the degradation of organic 

contaminants in aqueous solutions, hence they 
should be further investigated as catalysts.
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Fabrication of NiFe2O4 nanoparticles loaded on activated carbon as novel 
composites for high efficient ultra violet-light photocatalysis for 
degradation of aqueous organic pollutants 
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A B S T R A C T   

The study used nickel ferrite NiFe2O4/activated carbon (NiFe2O4/AC) as a means to remove organic dyes 
(methylene blue and Reactive red 120) from water-based solutions. The produced photocatalysts were charac
terized based on their morphological, structural, particle size, and surface charge characteristics. The trans
mission electron microscopy (TEM) pictures indicated that the NiFe2O4 particles, with an average diameter of 
around 2–2.5 μm, were evenly distributed and adhered to the outermost layer of the AC nanosheets. The BET 
analysis revealed that the 10-NiFe2O4/AC material had a surface area of 176 m2/g, a pore volume of 0.354 cm3/ 
g, and an average pore diameter of 0.805 nm. The nanocomposite, as opposed to pure NiFe2O4 and clean AC, 
demonstrates a notably enhanced photocatalytic degradation efficiency for methylene blue (MB) and Reactive 
red 120 dye under visible light conditions. The findings indicate that the AC loaded with 10 % NiFe2O4 is the 
most effective photocatalyst, exhibiting a maximum degradation efficiency of 100 % towards MB dye. Addi
tionally, it displays a high mechanical constant, excellent stability, and ease of recycling. The nanocomposite 
exhibits increased photocatalytic activity owing to the significant reduction in charge carriers recombination, 
improved capacity to absorb visible light, and the synergistic impact resulting from the heterojunction with 
NiFe2O4 and AC. The radical entrapment research revealed that the primary active compounds responsible for 
the photocatalytic degradation process are superoxide (O2

− ) and hydroxyl (OH*).   

1. Introduction 

Due to economic and societal advancements, environmental con
cerns related to printing and dyeing wastewater have escalated since 
dyes are harmful and pose a significant threat to aquatic ecosystems and 
human well-being. Conventional methods such as chemical oxidation, 
coagulation, ion exchange, adsorption, and photocatalysis have been 
used to eliminate dyes [1–5]. The utilization of organic/inorganic 
semiconductor materials such as g-C3N4, RGO, and TiO2 as photo- 
catalysts for the visible-light photocatalytic destruction of various nat
ural poisons has been extensively studied in recent decades. This strat
egy offers significant potential for converting solar energy into chemical 
energy, thereby enabling the disintegration about harmful organic 
contaminants, as well as the deterioration of heavy metals and other 
detrimental substances [6–9]. Typically, semiconducting metal oxides 

such as TiO2, SnO2, WO3, and ZnO are very efficient in removing a wide 
range of organic and inorganic contaminants when exposed to visible or 
solar light. Due to their favorable band gap energy, light absorption 
capability, and appropriate physicochemical and catalytic characteris
tics [10,11]. 

Recent research on magnetic semiconductor photocatalysts has 
garnered interest because of their simple recyclability, such as MFe2O4 
(M = Ni, Zn, Fe, Co, Cu). NiFe2O4 is a prominent magnetic semi
conductor that exhibits a visible-light reaction. It is an ordinary instance 
of magnetic materials noted for their high stability, magnetic perme
ability, and resistance to electric current. It is widely used in magnetic 
devices, catalysis, water treatment, magnetized fluids, and microwave 
absorption materials. There has been extensive research on the use of 
NiFe2O4, an inorganic semiconductor with a narrow band gap of 1.9 eV, 
for solar transformation, photocatalysis, and photochemical hydrogen 
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production from water. This is due to its ability to react to visible light, 
its simple synthesis process, low cost, and excellent photochemical sta
bility [12]. The appealing characteristics of ferrites are closely linked to 
the arrangement of cations across octahedral and tetrahedral sites in the 
spinel structure. The ability to manipulate the movement of cations 
provides a way to customize their qualities. The transportation of cat
ions relies on factors such as the electrical configuration, valence of ions, 
and the size of nanoparticles. Regrettably, the practical use of bare 
NiFe2O4 photocatalysts is limited due to their poor visible light sensi
tivity and the challenges associated with recycling. 

Several studies have examined activated carbon in this particular 
situation, mostly because of its distinctive attributes, such as its exten
sive specific surface area, consistent distribution of pore sizes, and ca
pacity for modifying the surface [13–15]. Recent research has shown 
that active carbon, when combined with metal oxide or treated with a 
suitable reagent on its surface, has enhanced efficacy in catalytic 
oxidation and serves as a highly stable photocatalyst for the decompo
sition of a wide range of organic and inorganic contaminants [16–18]. 
Extensive study has been carried out to assess the appropriateness of 
different activated carbon materials infused with metal oxide for the 
purpose of eliminating organic dyes [19,20]. This composite material 
has a higher efficiency in adsorbing pollutants compared to either 
activated carbon (AC) or metal oxide used individually. Incorporating 
metal oxides into the starting material would increase the gas adsorption 
capability of the final composite AC [21,22]. This is because metal ox
ides may provide selective sorption properties and maintain high ther
mal stability even at high temperatures [23]. As an example, Livani et al. 
[24] documented the use of an AC integrated NiFe2O4 composite pho
tocatalyst to decrease the concentration of organic dyes. The nano
composite, as it was synthesized, exhibited exceptional adsorption 
capability for DR31 and DB78 dyes. The greatest adsorption capacity 
was achieved at pH = 2.0, and the equilibrium for dye adsorption was 
rapidly reached after 20 min for DR31 and 25 min for DB78. In their 
study, Baskaran Palanivel et al. [25] found that the ferromagnetic 
nanocomposite NiFe2O4-g-C3N4 achieved a degradation efficiency of 99 
% in direct sunlight for both MB (20 mg/L) and Rh B (10 mg/L) dyes. 
This efficiency is much greater than what was obtained using visible 
light irradiation. The primary objective of this work is to examine the 
improved photocatalytic efficiency of NiFe2O4 nanoparticles when 
combined with activated carbon (AC) for the breakdown of MB and RR 
in the presence of UV light. Activated carbon (AC) is often used for water 
filtration because of its extensive surface area, leading to high adsorp
tion effectiveness, in contrast to other carbonaceous materials. AC has 
delocalized n electrons and various functional groups including COOH, 
OH, NH2, and amide, which may attract diverse species via hydrogen 
bonds and electrostatic forces. As far as we know, there have been no 
studies conducted on the elimination of MB and RR120 using NiFe2O4 
catalysts fixed on activated carbon. The photocatalytic efficiency of 
NiFe2O4/AC was assessed and enhanced by adjusting the dye’s starting 
concentration, the catalyst dosage, and the solution’s pH level. The ki
netic study and reusability of the photocatalyst were also assessed. A 
feasible reaction route was proposed for the breakdown of MB and RR 
120 dye during the photocatalytic process. 

2. Materials and methods 

2.1. Reagents 

The chemicals nickel acetate (Ni(CH3CO2)2•2H2O), iron acetate (Fe 
(CH3CO2)2•2H2O), activated carbon (AC), sodium hydroxide (NaOH), 
hydrochloric acid (HCl), nitric acid (HNO3), methylene blue (MB), and 
reactive red 120 (RR120) are acquired from Merck, a supplier based in 
Darmstadt, Germany, known for their highest quality and purity. The 
necessary concentration of all functional solutions was achieved by 
diluting the stock solution with distilled water. 

2.2. Preparation of Peltophorum activated carbon with ZnCl2 

The seed pods of Peltophorum pteocarpium, obtained from the local 
region, were cleansed using distilled water, then subjected to drying at a 
temperature of 105 ± 5 ◦C, and then crushed into particle sizes ranging 
from 300 to 900 μm (20–70 ASTM). The material was saturated with a 1 
% boiling solution containing zinc chloride for 48 h, after which the 
surplus zinc chloride solution was removed and the material was 
allowed to dry in the air. The substance was subjected to carbonization 
at a temperature of 400 ◦C inside a Muffle furnace, after which it was 
pulverized and then activated in the Muffle furnace at a temperature of 
600oC for a duration of 20 min. Following the activation procedure, the 
carbon underwent a thorough rinsing with deionized water and was 
then subjected to drying at a temperature of 105 ± 5 ◦C in a hot air oven. 
Subsequently, the carbon was sifted and securely kept in a hermetically 
sealed container. 

2.3. Preparation of NiFe2O4/AC composite photocatalyst 

The standard synthetic protocol required the use of an analytical 
grade 3 M sodium hydroxide (NaOH) solution, which was gradually 
introduced into a solution of salt containing 0.4 M ferric chloride (FeCl3) 
and 0.2 M nickel chloride (NiCl2). The pH of the solution was contin
uously monitored as the NaOH solution was added incrementally. The 
components of the reaction were continuously agitated using a magnetic 
stirrer until a pH level above 10 was attained. Subsequently, the solution 
was introduced into a sterilizer with a capacity of 75 mL, which was 
coated with Teflon, and subjected to a temperature of 160 ◦C for a 
duration of 12 h. The product was cooled to the ambient temperature 
and thereafter subjected to two rounds of washing with deionized water 
and ethanol to remove undesired contaminants. Ultimately, the material 
underwent centrifugation and thereafter underwent an overnight drying 
process at around 80◦ Celsius. Following this procedure, the NiFe2O4 
samples that were created underwent calcination at a temperature of 
400 ◦C for a duration of 5 h. The NiFe2O4/AC composite was created 
using a standardized method. Specifically, 50 mg of prepared AC was 
added to NiFe2O4 precursors. The resulting solution was then dried and 
calcined at a temperature of 400 ◦C for duration of 5 h. This process 
yielded high crystalline NiFe2O4/AC specimens. 

2.4. Photocatalytic set up 

Photocatalytic experiments were carried out in a specially designed 
photoreactor. The research included using a 50 ppm aqueous solution of 
MB dye (30 mL) mixed with the required quantity of catalysts in 
dispersion. MB and RR 120 dye were introduced into a basin containing 
100 ml of deionized water and stirred using a magnetic stirring device. 
The concentration of dye was measured using a spectrum analyzer 
(Spectronic 20D, Mylton Roy, USA) at wavelengths of 664 nm and 508 
nm. A certain amount of catalyst was added to the mix while it was in 
darkness, and the concentration of dye was measured after 2 h of being 
in shade. Photocatalytic reactions were carried out under UV light 
exposure from an a low-pressure mercury lamp. Photocatalytic activities 
were initiated after a period of darkness in all experiments to achieve 
adsorption equilibrium before each run. 

3. Results and discussion 

3.1. XRD analysis 

Fig. 1 illustrates the XRD crystal structure of pure activated carbon, 
ZnFe2O4, and ZnFe2O4/AC photocatalysts. Amorphous carbon is proven 
by three peaks in the XRD pattern of pure activated carbon: 2θ = 25.3◦, 
43.3◦, and 48.8◦ (planes of (002), (100), and (101), correspondingly. 
These peaks show the carbon rings’ irregular arrangement [26]. The 
(111), (220), (311), (400), (422), (511) and (440) planes correspond to 
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NiFe2O4 peaks at 14.24o, 33.14o, 35.17o, 43.28o, 53.18o, 57.22o, and 
63.11o. This confirms NiFe2O4’s cubic opposite spinel structure with 
Fd3m spatial group. Results matched JCPDS code 54–0964. Absence of 
extraneous peaks indicates a pure single-phase structure. In the nano
composite, both the AC and NiFe2O4 components had diffraction peaks, 
demonstrating that the NiFe2O4 is tightly linked to the AC surface. 

3.2. Morphological analysis 

Fig. 2 shows the results of the FESEM and TEM analyses that were 
used to examine the microstructure and geometrical properties of the 
produced photocatalysts. In Fig. 2a, we can see the sheet-like lamellar 
structure in the FESEM picture of the pure AC. The highly agglomerated 
irregular form structure of the NiFe2O4 nanoparticles is clearly seen in 
Fig. 2b. The scanning electron micrograph of the 10-NiFe2O4/AC 
nanocomposite is shown in Fig. 2c. It is plainly seen that the hetero
junction is formed by the AC and the collected nanoparticles of NiFe2O4. 
TEM imaging of the nanocomposite (Fig. 2d) reveals that the NiFe2O4 

nanoparticles, which range in size from 30 to 40 nm, were firmly 
adhered to the AC nanosheets. As can be shown in Fig. 2e, the HRTEM 
study validated a heterojunction between AC and NiFe2O4. The results 
showed that the AC plane (002) was indexed by the d-spacing value of 
3.21 Å, whereas the NiFe2O4 plane (311) was given the d-space value of 
2.56 Å. The photocatalytic activity of dye degradation is enhanced by 
the heterojunction of NiFe2O4 and AC, which reduces the rate of 
electron-hole pair coupling. Analogous to the XRD pattern, the SAED 
design of the nanocomposite shows that the as-prepared nanocomposite 
is amorphous and contains carbon nitride and nickel ferrite. 

3.3. FTIR spectra analysis 

In addition, as seen in Fig. 3(a), FTIR spectroscopy was used to 
investigate the production of NiFe2O4/AC. The stretching vibrations of 
the free and immobilized water molecules are corresponding to the 
bands at 3432.1 cm− 1 and 1642.4 cm− 1 for NiFe2O4. The bending vi
bration of the metal at the tetrahedral sites (Fe–O) is correlated with the 
peak at 595.6 cm− 1 [27]. The graphitic carbon’s C––C stretching vi
bration may be indexed by the band at 1556.1 cm− 1, while the surface 
hydroxyl group’s stretching vibration can be explained by a minor peak 
at 3209 cm− 1 in the case of AC. Observations revealed a red shift in the 
nanocomposite’s Fe–O stretching vibration from 594.5 cm− 1 to 587.6 
cm− 1, as well as a blue shift in the C––C vibration from 1561.1 cm− 1 to 
1552.1 cm− 1 [28]. The electrostatic interaction of the AC surface func
tional groups and the NiFe2O4 nanoparticles in the nanocomposite is 
responsible for this change. 

3.4. Optical studies 

In Fig. 3 (b), ultra violet diffused reflectance spectrophotometers 
measured nanoparticle optical bandgaps. The virgin AC has an indirect 
bandgap of 2.68 eV and an absorption wavelength of 465 nm (λ). Pure 
NiFe2O4 has a 1.68 eV direct bandgap and 738 nm absorption edge. 
NiFe2O4’s absorbing tail extended to the NIR region (above 800 nm) due 
to the sample’s flaws [29]. This reveals that NiFe2O4 absorbs UV to NIR 
sunlight well. The composite has a red shift compared to pure AC owing 
to NiFe2O4. The UV-DRS spectra showed that nanocomposite absorption 
was greater than pure nanoparticles [30,31]. Nanocomposite absorption 
cut-off wavelength is 580 nm. The computed bandgaps of 5- NiFe2O4/ 
AC, 10- NiFe2O4/AC, and 15-NiFe2O4/AC composites were 2.31, 1.78, 

Fig. 1. Powder XRD pattern of (a) AC; (b) ZnFe2O4; (c) 5-NiFe2O4/AC; (d) 10- 
NiFe2O4/AC; (e) 15-NiFe2O4/AC. 

Fig. 2. SEM images of (a) AC; (b) NiFe2O4; (c) 10- ZnFe2O4/AC; (d) TEM image of 10- NiFe2O4/AC; (e) HRTEM image of 10- NiFe2O4/AC; (f) SAED pattern of 10- 
NiFe2O4/AC. 
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Fig. 3. (a) FTIR spectra of photocatalyst samples; (b) UV–Vis absorption spectra; (c) Band gap plot; (d) Room temperature PL spectra of all the photocatalysts with 
excitation wavelength of 450 nm; 

Fig. 4. (a) N2 adsorption-desorption; (b) pore size distribution curves of NiFe2O4 and 10- NiFe2O4/AC; High resol;ution XPS spectra of (c) Ni 2p; (d) Fe 2p; (e) O 1 s 
and (f) C 1 s. 
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and 2.12 eV (Fig. 3c). Nanocomposite absorption tails reached NIR. 
Advanced absorption frequency of nanocomposite demonstrates the 
heterojunction between nanoparticles [32]. Thus, the composite 
NiFe2O4/AC photocatalyst has improved visible light photocatalytic 
activity. Fig. 3(d) shows the photoluminescence spectroscopy spectrum 
of the produced photocatalyst to explain charge carrier separation. Pure 
NiFe2O4 has a modest emission peak about 300–500 nm due to surface 
imperfections or oxygen vacancies [33]. The nanocomposite’s PL spec
trum displays modest emission, indicating that a heterojunction be
tween NiFe2O4 and AC substantially reduces the recombination of 
electrons into holes. The optical experiments show that the nano
composite has greater photocatalytic abilities than pure nanoparticles. 
Additionally, the optical spectroscopic findings showed that the heter
ojunction creation among NiFe2O4 and AC nanoparticles considerably 
reduces photo-excited electron-hole recombination. The NiFe2O4/AC 
exhibited superior photocatalytic performance as a result. Fig. S1 illus
trates the photoexcited electrons decay in every sample that was 
generated, measured using TRPL with a wavelength of stimulation of 

450 nm. Charge transfer in heterostructures is faster in NiFe2O4/AC 
compared to NiFe2O4, with median durations of 4.78 ns, 2.99 ns, and 
2.51 ns, etc. 

3.5. Surface area analysis 

Using N2 adsorption-desorption isotherms, the surface characteris
tics and pore structure of the produced composites (NiFe2O4/AC com
posite and pure NiFe2O4) were examined. In order to enable reactant 
diffusion and transfer of electrons, carbon-based substances having a 
multi-level porous structure are believed to deliver a great number of 
catalysis active sites with fine dispersion and appropriate routes [34]. 
Fig. 4a demonstrated that, as is typical for mesoporous materials, the 
catalysts displayed traditional type IV isomers and a well defined hys
teresis loop at high relative pressure in the P/P∘ range (0.7–1) across all 
samples [35–38]. The 10-NiFe2O4/AC had an average pore diameter of 
12.3 nm, a surface area of 176 m2/g, and a pore volume of 0.354 cm3/g, 
according to the BET study. In contrast, 98.7 m2/g and 8.2 nm were the 

Fig. 5. UV absorption spectra of RR120 over (a) NiFe2O4 and (b) 10-NiFe2O4/AC, UV absorption spectra of MB over (c) NiFe2O4 and (d) 10-NiFe2O4/AC.  
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dimensions of pure NiFe2O4 (Fig. 4b).Composite samples are anticipated 
to exhibit enhanced photocatalytic activity due to their large surface 
area and pore size. 

3.6. XPS analysis 

XPS was used to characterize 10-NiFe2O4/AC nanocomposites’ sur
face compositions and chemical valence states. The spin orbits Ni 2p3/2 
and Ni 2p1/2 of ZnFe2O4 are represented by two prominent peaks at 
871.7 and 865.3 eV in the high-resolution XPS of the Ni 2p spectrum 
(Fig. 4c) [39]. Fe 2p high-resolution XPS showed peaks for the spin- 
orbital doublets Fe 2p3/2 and Fe 2p1/2 [40]. Fe3+ forms the fitting 
peaks at 712.5 and 727.8 eV. Fig. 4d shows Fe2+-related fitting peaks at 
711.4 and 725.4 eV. Fig. 4e displays O 1 s spectra with a 530.4 eV 
binding energy for O-Fe/O-Ni. XPS of C 1 s revealed the carbon com
pound C–C peak at 284.7 eV (Fig. 4f). 

3.7. Photocatalytic studies 

3.7.1. UV absorption study of the dyes 
To investigate the catalysts’ photocatalytic activity, RR120 and MB 

were used as model contaminants. The first step in studying the pho
tocatalytic activity of the catalysis was to conduct UV–Vis analysis on 
the RR120 and MB dyes to see how their molecular structures changed 
throughout the aided photocatalytic degradation cycle. Fig. 5 (a-d) 
displays the UV–Vis absorption spectra of RR120 and MB dyes, which 
allow one to see the varied visible light illumination times and their 
absorption characteristics. From zero to sixty minutes, light will be 
visible. At 0 min of visible light irradiation, the primary absorption 
peaks of MB dye and RR120 are located at 285 and 515 nm, with 664 nm 
in the middle. There was no absorption at the end of 60 min of exposure 
to visible light, and the strength of absorption declined with increasing 
illuminating duration. Under visible light conditions, the catalysts 
degrade organic dyes very energetically, according to the data. 

Fig. 6. (a) RR120 degradation efficiency; (b) MB degradation efficiency of all the photocatalyst samples under visible light; first order kinetic plot of (c) RR120; (d) 
MB using NiFe2O4, and NiFe2O4/AC photocatalyst samples. 
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3.7.2. Degradation and kinetic constant analysis 
The degradation of the RR120 and MB dyes under visible light 

exposure is seen in Fig. 6 (a & b). Over the course of 60 min, the pre
dicted photocatalytic degradation efficiencies of RR120 and MB dye, 
each, using just pure NiFe2O4, were 15.1 % and 37.2 %. The higher 
stability of the RR120 and MB in the experimental setting is shown by 
this finding. With a remarkable degradation efficiency of 100 % after 60 
min of visible light irradiation, the MB degradation efficiency 10- 
NiFe2O4/AC composite demonstrated exceptional performance. After 
60 min of visible light exposure, the RR120 degradation efficiency for 
pure NiFe2O4, 80 % 10-NiFe2O4/AC, and other mixtures was determined 
to be 15.1 %. Both the RR120 and MB dyes are degraded more efficiently 
by the nanocomposite than by the pure materials. Additionally, the 
process of degradation activity is significantly affected by the weight 
percent of NiFe2O4, with the greatest photocatalytic efficiency shown by 
the 10 % NiFe2O4 sample. Adding NiFe2O4 to the nanocomposite in a 
weight cent increase of up to 10 % clearly enhances its photocatalytic 
activity. The activity, however, decreased when the NiFe2O4 weight 
percent increased above 10 %. As the concentration of NiFe2O4 nano
particles in the nanocomposites rises, this phenomenon may be linked to 
their aggregation. The degradation rate was reduced because charge 
carrier transfer between the nanocomposites counterparts could not 
occur at a tolerable rate in the ones with a greater weight ratio of 
NiFe2O4. Fig. 6 (c & d) shows the reaction kinetics of the dye degrada
tion process when illuminated with visible light. The level of the dye 
solution at the beginning and at a given time interval (t) are denoted by 
C0 and C, respectively, and the rate constant (k) was determined using 
the first order kinetic rate relation − ln (C/C0) = kt. Rate constants of 
0.0003 and 0.0012 min− 1, respectively, were determined for the virgin 
NiFe2O4 photocatalyst over RR120 and MB dye. It is worth noting that 
the composite photocatalyst considerably enhanced the concentration 
rate. The rate constant for RR120 dye was 0.0341 min− 1 and for MB dye 
was 0.0999 min− 1, as shown by the 10-NiFe2O4/AC composite photo
catalyst. Following is a ranking of the photocatalysts’ degradation effi
ciencies and rate constants: 10-NiFe2O4 > 15-NiFe2O4/AC > 5-NiFe2O4 
> NiFe2O4. The kinetic constant (kapp) and correlation coefficient R2 
exhibited a high level of linearity close to 1.0 for each sample, sug
gesting that the degradation of CV follows pseudo-first-order kinetics 
response (Fig. s2 and S3) [40]. Table 1 also summarizes the overall 
photocatalyst parameters. In addition, the findings summarized in 
Table 2 show that the current effort achieved comparatively greater 
outcomes than earlier published research [41–45]. 

3.7.3. Effect of pH 
An significant component in predicting the photocatalyst’s activity 

in both acidic and basic media, the influence of pH was studied to 
identify the acid-base nature of the photocatalytic process. Using 500 ml 
of a 100 ppm MB solution with 100 mg of photocatalysts, the experiment 
was conducted to evaluate the pH of the solution from 2 to 10. For 60 
min at 28 ◦C, the tests were carried out in a photocatalytic reactor. 
Fig. 7a displayed the effect of pH on photocatalytic breakdown At first, 
we saw very slow MB breakdown in the acidic environment (2 > pH). As 
the pH of the solution rose, the MB degradation percentage gradually 
rose as well. After reaching a maximum degradation rate of MB at pH 6, 
the process of decomposition reached a state of neutrality or decrease. 

The photocatalytic activity is affected by the amount of ions such as H+

in acidic media and OH- in base media, according to the pH effect re
sults. The results show that the photocatalytic activity is more affected 
by H+ ions than by OH- ions. Conclusion: A pH of 6 was found to be 
optimal for dye degradation. 

3.7.4. Effect of catalyst dosage 
By studying the effects of different doses of photocatalysts, we can 

predict the best degradation rate for MB. A mixture with a pH of 6, a 
concentration of 25–150 mg of photocatalysts, and a contact period of 
60 min at 28 ◦C were all used in the study. The dye solution had a 
concentration of 100 mg/L. Fig. 7b shows the impact of different dos
ages of photocatalysts on dye degradation. While a large amount of 
catalytic (100 mg) resulted in total destruction of MB in this study, the 
presence of constant dye molecules in the solution meant that no notable 
changes were seen after this dosage. Results showed that 100 mg of 
photocatalysts was the sweet spot for degradation % in this experiment. 
Equilibrium in MB degradation was achieved after 100 mg doses of 
photocatalyst. The results show that 100 mg of photocatalysts is all it 
takes to degrade MB to its greatest potential. 

3.7.5. Recyclability of photocatalysts 
Fig. 7(c) displays the findings of the photo catalysts’ recyclability. 

The photocatalytic activity of the catalysts seemed to have been pre
served after several cycles, as only a small percentage of dye degradation 
(around 3–4 % decreased) was found to have changed. The photo
catalyst for dye decline, NiFe2O4 and 10-NiFe2O4/AC, was found to be 
more efficient and effective based on the reuse findings. This suggests 
that it might be a potential option for treating industrial wastewater. 

3.7.6. Effect of scavenger 
The findings are shown in Fig. 7 (d). The observed photocatalytic 

degradation of RR120 and MB after 60 min followed the sequence of 
H2O2 > persulfate > EDTA > AgNO3. The inclusion of hydrogen 
peroxide (H2O2) resulted in the most optimal dye degradation effec
tiveness, mostly attributed to the generation of hydroxyl radicals. 

Table 1 
Photocatalytic activity parameters of NiFe2O4 and NiFe2O4/AC composite samples.  

Samples Rate constant of RR120 Rate constant of MB RR120 Degradation efficiency (%) MB 
Degradation efficiency (%) 

K (h− 1) 
min− 1 

R2 K (h− 1) 
min− 1 

R2 

NiFe2O4  0.0003  0.991  0.0012  0.994  15.1  37.2 
5-NiFe2O4/AC  0.0656  0.987  0.0651  0.981  27.1  58.6 
10-NiFe2O4/AC  0.1235  0.986  0.2361  0.985  49.5  79.8 
15-NiFe2O4/AC  0.0341  0.918  0.0999  0.983  80.0  100  

Table 2 
Summary of various NiFe2O4 based photocatalysts.  

Catalyst Light 
source 

Dye Time 
(min) 

Degradation 
(%) 

Ref. 

ZnFe2O4/ 
SiO2/TiO2 

UV light MB  120  95.1 [41] 

ZnO/ZnFe2O4 Visible 
light 

MB  120  91.2 [42] 

Bi2WO6/ 
ZnFe2O4 

Visible 
light 

MB  300  84.7 [43] 

ZnFe2O4/CeO2 Visible 
light 

MB  210  93.5 [44] 

ZnFe2O4/ZnO/ 
Ag 

Visible 
light 

MB  150  47.5 [45] 

NiFe2O4/AC Visible 
light 

MB  60  100 This 
work  
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3.8. Photodynamic response and EIS analysis 

The photocurrent response of the photoanodes was assessed by 
observing the changes in current when the UV-light was turned on and 
off. The findings may be seen in Fig. 8(a). Upon UV-light irradiation, a 
photocurrent immediately grew to an a steady-state current, as evident. 
The achievement of a constant photocurrent is attributed to the equi
librium between the rates of creation and recombination of electron- 
hole pairs [46]. The photocurrent of the 10-NiFe2O4/AC and 15- 
NiFe2O4/AC photoanodes is increased by 1.97 and 3.63 orders of 
magnitude, respectively, compared to the bare NiFe2O4. This indicates a 
significant increase in the amount of electrons exchanged on the surface 
of the hybrid photoanodes. An electrochemical impedance spectroscopy 
(EIS) examination was performed to provide a more comprehensive 
understanding of the rate at which electrons are transferred at the 
interface between the photoanode and the electrolyte, specifically when 
exposed to UV-light. Fig. 8(b) illustrates the Nyquist plot for NiFe2O4 
and NiFe2O4/AC photoanodes. The presence of a semicircle in the high- 
frequency area of the Nyquist diagram is attributed to the charge- 
transfer phenomenon occurring at the interface between the electrode 

and the electrolyte. The resistance values (Rct) of NiFe2O4, 10-NiFe2O4/ 
AC, and 15-NiFe2O4/AC were measured to be 63.1, 17, and 52.3 Ω, 
accordingly. The charge-transfer resistance value of the 10-NiFe2O4/AC 
hybrid is less than the Rct value of NiFe2O4. The combination of NiFe2O4 
with AC clearly enhanced the charge the transferability of the photo
anode. Electron spin response (ESR) spectra were used to confirm the 
production of *O2

− and − OH radicals during the photocatalytic reaction 
of NiFe2O4/AC under both light and dark conditions, as shown in 
Figs. S3 and S5. No signal peaks were seen in the absence of light, but 
upon exposure to very low irradiation, four distinct characteristic peaks 
for Dimethyl pyridine N-oxide (DMPO)- *O2

− and DMPO-− OH were 
promptly observed. The ESR signals of DMPO-− OH are seen in a 1:2:2:1 
ratio. The findings validate the presence of *O2

− and ⋅OH in the 
degrading reaction pathways, in line with the findings from the free 
radical entrapment studies [47]. 

3.9. Photocatalytic mechanism 

An interaction pathway for the photocatalytic dye process of 
degradation was presented using elemental trapping experiments. The 

Fig. 7. (a) Effect of initial pH value on the degradation of MB. Experimental conditions:Dosage = 0.8 g/L MB = 0.05 mM; pH = 3.0; T = 298 K.; (d) Effect of dosage 
on degradation of MB. Experimental conditions: Dosage = 0.8 g/L MB = 0.05 mM; pH = 3.0; T = 298 K. (c) Recycling test of RR120 and MB using 10-NiFe2O4 
photocatalyst; (d) Effect of various scarifying agent on the photodegradation of RR120 and MB and RR120 using 10-NiFe2O4 photocatalyst. 
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process itself is shown in Fig. 8(c), showing the band possibility of 
NiFe2O4 and AC to suggest the reaction mechanism. The conduction and 
valence band potential of NiFe2O4 and AC were extracted from the prior 
study [48]. The conduction band and valence band voltages of AC, 
relative to the normal hydrogen electrode (NHE), were − 1.14 V and 
1.56 V, respectively. The valence and conduction band energies of pure 
NiFe2O4 were 0.25 V and 1.91 V, correspondingly. When light struck the 
photocatalysts, ions were driven from the valence band to the conduc
tion band, creating holes in the valence band of both enzymes. Electrons 
from the conduction band of AC moved to the conduction band of 
NiFe2O4, whereas holes from the valence band of NiFe2O4 moved to the 
valence band of AC in binary photocatalysts. The conduction band 
electrons of the NiFe2O4 nanoparticle exhibit a reduction voltage of 
0.24 V, which is lower than the normal decrease potential of − 0.33 V vs 
NHE. Conversely, the AC VB has a lower oxidation potential of 1.55 V 
compared to the conventional oxidation state. The photo-Fenton reac
tion involves the electrons at the conduction band of NiFe2O4 reacting 
with H2O2 to generate OH• radicals, which decompose organic pollut
ants via a type-II heterojunction. This proposed reaction pathway for the 
NiFe2O4/AC photocatalyst aligns well with the elemental trapping and 

TA studies. 

3.10. Antioxidant property 

The antioxidant capacity of NiFe2O4 and NiFe2O4/AC, synthesized 
using the hydrothermal process, was assessed using the DPPH test, a 
commonly used technique for investigating the radical scavenging 
properties of nanomaterials. The antioxidant capabilities of 10- 
NiFe2O4/AC produced using green methods were examined. At a con
centration of 300 μg/mL, it exhibited high antioxidant properties of 70 
%, compared to NiFe2O4 which had a scavenging ability of 56 % as 
shown in Fig. 9. Furthermore, it is shown that both NiFe2O4 and 10- 
NiFe2O4/AC exhibit scavenging activity that varies depending on the 
dosage. As the concentration increases, the percentage of scavenging 
activity likewise increases. The Ocimum basilicum 10-ZnFe2O4/AC had a 
stronger antioxidant activity, as seen by its lower IC50 value of 139 μg/ 
mL compared to ZnFe2O4 with an IC50 value of 176 μg/mL. 

Fig. 8. (a) Dynamic photo current response; (b) EIS spectra of NiFe2O4 and 10-NiFe2O4/AC composite samples; (c) schematic representation of the photo
catalyst mechanism. 
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4. Conclusions 

Concisely, a new kind of photocatalyst called NiFe2O4/AC has been 
developed by a straightforward hydrothermal method. This photo
catalyst shows potential for use in the decomposition of dyes through 
photocatalysis, as well as in antioxidant activities. The NiFe2O4/AC 
composite exhibited improved photocatalytic degradation of MB dye 
and better efficiency in charge separation under simulated visible light. 
The increased activity of the nanohybrids may be related to the syner
gistic interaction between NiFe2O4 and AC. As a result, photoinduced 
electrons can be efficiently used, surpassing the utilization seen in the 
pure NiFe2O4. Kinetic experiments have verified the adherence of the L- 
H theory to the degradation of MB and RR120 using 10-NiFe2O4/AC as 
well as several sacrificial agents including persulfate, H2O2, AgNO3, and 
EDETA. The findings indicated that the photocatalytic degradation of 
RR120 followed a pseudo-first-order model. The circumstance where 
H2O2 was used as a sacrificial agent exhibited the greatest rate constant 
and determination coefficient. Thus, the synthesized NiFe2O4 nano
particles combined with AC composite proved to be a successful method 
for enhancing the photocatalytic capacity in wastewater treatment. 
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A B S T R A C T   

Reduced graphene oxide integrated copper oxide nanocomposite thin film (rGO-CuO NC TF) solar selective 
absorber coatings were devised on aluminum substrate using dip-coating procedure. The prepared coatings were 
subjected to characterization by scanning electron microscopy, X-ray diffractometry, energy-dispersive X-ray 
spectroscopy, X-ray photoelectron spectroscopy, PL spectroscopy, UV–vis–NIR spectrophotometer, Emissometer 
and Raman spectroscopy. XRD and Raman analyses disclosed presence of mono-phase with highly crystalline 
monoclinic structured CuO in the rGO-CuO NC TFs. The SEM images revealed grain-like morphology of CuO, 
which are randomly distributed on rGO sheets. EDX and XPS investigations confirmed presence of anticipated 
chemical constituents and chemical composition, respectively in the NC TFs. The rGO-CuO NC TF with 1.0 wt% 
GO disclosed absorptance (α) of 79.92% and emittance (ε) of 4.2% with a highest selectivity (ξ) of 19.03 that 
suggests its promising prospect for solar absorber coating in solar thermal devices.   

1. Introduction 

Solar energy is an ideal, abundant and reliable energy source over 
other similar category of non-conventional energy sources, viz. biomass, 
hydro, wind, etc. [1,2]. Among various technologies that rely on solar 
energy, solar thermal energy conversion is viewed as clean and 
energy-saving mode of directly transforming solar energy into thermal 
energy and as a consequence, it has been broadly employed in solar 
water heating, concentrated solar power, brine distillation and solar 
cooling [3–6]. An important component needed for capturing heat en
ergy is solar selective absorber with significantly appreciable absorp
tance (α > 90%) in visible and NIR regions (0.3 μm–2.0 μm) of solar 
spectrum and very low thermal emittance (ε < 10%) in infrared wave
lengths (2.5 μm–25 μm) of Planck’s spectrum [7,8]. Formation of an 
economical and optically effectual absorber coating is a crucial 

requirement towards apprehending cost-effective solar thermal collec
tors since existing preparation approaches necessitate expensive 
equipment. Materials with high photo-thermal conversion efficiency can 
be obtained by their appreciable thermal conductivity and stability, 
persistent humidity tolerance, resistant to corrosion, minimal refraction 
and least expansion coefficient [9]. Nonetheless, researches in the past 
have decisively confirmed unfeasibility of accomplishing a noticeably 
high photo-thermal transformation efficiency using mono-component 
selective absorbers [10–13]. In contrast, properties of bi-component 
material comprised of two functional materials can be enhanced when 
compared to mono-component material [14]. Meanwhile, metal sub
strates (Cu or Al) utilized for preparing solar selective absorber thin film 
coatings disclose anticipated beneficial properties of lower emittance, 
higher conductivity and corrosion resistance [15]. 

Previously, several research groups have proposed flexible selective 
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solar absorbers for concentrating solar power (CSP) applications. For 
instance, Karoro et al. (2015) prepared Co nanocylinders embedded 
nanoporous alumina template through electrodeposition technique and 
subjected to femtosecond laser surface structuring. The optimized Co 
nanocylinders-Al2O3 cermet sample showed an elevated optical 
absorptance of >98% and a relatively low emittance of ~0.03 between 
solar spectral radiation of 200 nm and 1100 nm [16]. Amorphous va
nadium metal thin films were coated on glass substrates using electron 
beam evaporator which were exposed to nanosecond laser pulses of 
1064 nm wavelength. UV–Vis–NIR reflectance analysis of laser irradi
ated samples disclosed reduced reflectance in visible region of solar 
spectrum due to laser exposure [17]. Thin films composed of chromium 
were formed on float glass substrates by electron beam evaporation and 
femtosecond fiber laser was employed to produce micro/nano-structure 
and also to oxidize surface of thin film coatings (Cr/α-Cr2O3) under at
mospheric environments. The Cr/α-Cr2O3 cermet nanocomposite thin 
film displayed a large solar selective absorptance and significantly 
minimized reflectance from 70% to 2% in UV-VIS-NIR wavelength range 
of 190 nm–1100 nm [18]. 

As a p-type semiconductor with low band gap energy, cupric oxide 
(CuO) has cost effectiveness, earth-abundance, favorable optical prop
erties, appreciable catalytic activity, stability and non-toxic and as a 
consequence, it has been recognized as potential candidate towards 
photoelectrochemical and photovoltaic application prospects [19]. Its 
reliable optical absorption, ideal band potential and appreciable theo
retical efficiency make it a promising contender for solar energy con
version [20,21]. On the other hand, researchers have amazed about 
development of graphene oxide due to its unique thermal, physical and 
chemical properties. Graphene oxide can be prepared facilely by 
dispersion in water, organic solvents and dissimilar matrixes owing to its 
oxygen functionalities. It is a highly anticipated feature while blending 
graphene oxide with polymer or ceramic matrixes for enhancing elec
trical and mechanical characteristics. Graphene oxide has attracted 
much attention due to its appreciable optical transmittance, best room 
temperature heat conductivity and capability of having flexibility, all 
within a strong and nano-sized material. Preparation of nano-hybrid 
composites composed of graphene-semiconductor metal oxide is a 
familiar example for electrical and electrochemical applications, viz. 
photocatalysis, chemical sensors, photovoltaic, storage and fuel cells 
[19]. Moreover, single layer of carbon atoms organized into a honey
comb crystal lattice of graphene has great potential for supercapacitor 
applications, owing to its exceptional conductivity and high specific 
area [22]. 

Graphene oxide (GO) and reduced graphene oxide (rGO) have been 
demonstrated as derivatives of graphene which unveil diverse chemical 
and structural properties because of dissimilarities in their chemical 
composition. The thermal stability of GO can be enhanced by partial 
reduction of GO that generates rGO which in turn creates significant 
alterations in structural, mechanical, solubility and reactive properties 
[23]. Consequently, rGO has noticeable visible and near infrared ab
sorption in solar spectrum [24,25] and therefore, it has auspicious po
tential for selective absorber. It has also been established as a promising 
tandem substance in combination with nickel oxide (NiO) [26] and 
cobalt oxide (Co3O4) [27] for enhancing performance of solar selective 
absorber. The functional groups present in the rGO enable its dis
persibility in various solvents in the absence of aggregation [28,29]. 
Optimizing optical properties of semiconductor-metal oxide hybrid 
system is viable by means of integrating rGO towards attaining 
rGO-based solar selective absorber coating. The rGO helps substantial 
solubility in aqueous and polar solvents and reliance of sol-gel method is 
suitable to produce rGO thin films that eventually generate high trans
mittance and strong abrasion resistance for applications in harsh envi
ronments [30]. The advantages of sol-gel method when compared to 
other methods are facile, economical, superior homogeneity, ease 
tuneability of size, shape and composition of resultant product, 
governable stoichiometry, high purity, crystallization of thin 

films/particles at comparatively low calcination temperature and flexi
bility of forming compact thin films [31–34]. The presumable reason 
behind the selection of rGO as a functional material for CuO is strong 
light absorption tendency of rGO in near-infrared (NIR) region, which 
facilitates effective photothermal heating [35,36]. 

By considering these facts, the current study concentrates on prep
aration of an affordable solar-selective absorber coating with antici
pated solar absorptance and thermal emittance for flat plate collector 
applications. Herein, we describe synthesis of rGO modified CuO 
nanocomposite thin films (rGO-CuO NC TFs) solar selective absorber on 
aluminium metal substrate by facile dip-coating technique. 

2. Experimental 

2.1. Chemicals 

Graphite flakes (99.99%) were bought from Alfa Aesar. Sulfuric acid 
(H2SO4; 98%), hydrochloric acid (HCl; 95%), hydrogen peroxide (H2O2; 
30%), potassium permanganate (KMnO4; 99.9%) and sodium nitrate 
(NaNO3; 99%) were obtained from Rankem. Copper acetate [Cu 
(CH3COO)2], polyethylene glycol [HO(CH2CH2O)nH; MW = 4000] and 
diethanolamine [NH(CH2CH2OH)2; 98%] were acquired from Merck. 
Ethanol [CH3CH2OH; 99.99%] and double distilled water were used for 
preparing solutions and washings. 

2.2. Synthesis of graphene oxide 

Graphene oxide (GO) was synthesized using natural graphite by 
modified Hummer’s protocol [37]. Briefly, graphite flakes (1.0 g; 
0.0833 mol) and NaNO3 (0.50 g; 0.0059 mol) were dispersed in 46 ml 
conc. H2SO4 (0.82 mol), which was kept in ice bath and stirred for 4 h. 
To this solution, KMnO4 (6.0 g; 0.038 mol) was added, followed by 
stirring the solution for 2 h at 35 ◦C. Subsequently, distilled water (92 
ml) was included in the above mixture and heated for 2 h at 98 ◦C. Then, 
distilled water (100 ml) and 30% H2O2 (10 ml; 0.0979 mol) were slowly 
added to this solution for 2 h under stirring. The composition of 
graphite, NaNO3, H2SO4, KMnO4 and H2O2 in the sol was in the molar 
ratio of 10 : 140: 1 : 21: 8. The resultant sol was washed using HCl and 
distilled water to remove impurities. Finally, the obtained sol was dried 
for 4 h at 100 ◦C to get GO. 

2.3. Synthesis of GO-CuO NCs 

Initially, CuO precursor solution (0.6 M) was prepared by dissolving 
6 g Cu(CH3COO)2 in 50 mL absolute ethanol and the formed solution 
was stirred for 4 h at room temperature. Ethanol in the solution was 
evaporated by heating it at 50 ◦C for 20 min until the solution volume 
was reduced to half so as to obtain a viscous solution. To this viscous 
solution, 7.0 mL of NH(CH2CH2OH)2 (0.0711 mol) was introduced as 
chelating agent and stirred for 30 min that resulted in the generation of 
CuO matrix precursor sol. Then, 1.0 g polyethylene glycol (PEG) was 
incorporated as shape directing template for CuO matrix precursor sol 
and stirred for 30 min. Subsequently, different weight contents of GO 
(0.1, 0.2, 0.5, 1.0, 1.5 and 2.0%) were added to the prepared CuO sol. 
Finally, the solutions were stirred for 24 h followed by ageing for 5 days 
towards the formation of sol containing GO-CuO NCs. Similar procedure 
was adopted for 2.0 g PEG to investigate the influence of PEG. 

2.4. Preparation of rGO-CuO NC TFs 

For the preparation of rGO-CuO NC TFs, aluminum (Al) substrates 
with dimension of 2 cm × 2 cm were preliminary submerged in ethanol 
and ultrasonically treated for 15 min to eliminate surface adsorbed 
impurities. The cleaned Al substrates were dip coated by submerging 
them in GO-CuO NCs sol having pH of 11.5 using dip coating instrument. 
The dipping and withdrawal speed of Al substrates was 10 mm/5 s. 
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Evaporation time for coatings on Al substrates was 10 s. Thickness of 
GO-CuO NC TFs was tuned by changing number of dipping and the 
formed thin films were heat-treated at 250 ◦C for 3 h. Finally, the GO- 
CuO NC TFs were sintered for 2 h at 400 ◦C to transform GO into rGO. 

2.5. Characterization 

XRD patterns of thin films were obtained using Bruker AXS D8 
advance X-ray diffractometer employing Cu Kα radiation (λ = 1.5418 Å). 
SEM images were recorded in JEOL6390 Model scanning electron mi
croscopy fitted with EDX spectroscopy. X-ray photoelectron spectros
copy characterization was performed in MULTILAB 2000 Base system 
electron spectrometer with multichannel detector. Photoluminescence 
spectra of thin films were recorded using JASCO FP-8500 Spectrofluo
rometer equipped with a xenon discharge lamp at an excitation wave
length of 375 nm. Normal reflectance of thin films was recorded using 
UV–vis–NIR diffuse reflectance spectrophotometer (Cary 5E) in the 
wavelength range from 300 nm to 2000 nm. Raman spectra were 
recorded by He–Ne laser excitation source (632.8 nm). Solar absorp
tance of thin films were measured using following formula [38]. 

Absorptance (α)=

∫2.0μm

0.3μm

Isol(λ)(1 − R(λ))dλ

∫2.0μm

0.3μm

Isol(λ)dλ

(1)  

where, Isol(λ) is standard spectral irradiance of solar illumination at 
wavelength (λ). 

Thermal emittance was measured by Emissometer (AE1/RD1). 
Selectivity (ξ) is ratio between solar absorptance (α) and thermal emit
tance (ε). 

ξ=
α
ε (2)  

3. Results and discussion 

XRD spectra of GO, rGO, CuO and rGO-CuO NC TFs are shown in 
Fig. 1. Diffraction (2θ) peaks perceived at 11.45 and 42.48◦ are corre
sponding to diffraction planes (0 0 1) and (1 0 0) that confirms presence 
of GO [39]. The intense diffraction peak observed at 11.45◦ indicates 

highly oxidized form of GO prepared from the starting material graphite. 
XRD spectrum of CuO TF reveals presence of sharp diffraction peaks at 
35.33, 38.30, and 50.11◦ correspond to the diffraction planes of (0 0 2), 
(2 0 0) and (1 1 2), which ascertained monoclinic crystal structure of 
CuO (JCPDS Card No. 41–0254) [8]. Peak acquired for 1%-rGO-CuO and 
2%-rGO-CuO NC TFs at 2θ value of 43.36 allocated to (2 0 0) plane of 
FCC structure (JCPDS No. 04–0836) is corresponding to aluminium, 
which is originated from aluminium substrate [40]. In the rGO-CuO NCs, 
the peaks at 36.45◦ and 50.47◦ are also appeared and belong to the 
monoclinic structure meanwhile, the diffraction peaks observed at 35.33 
and 38.30◦ are disappeared or shifted to 36.45◦. The consequence 
behind the disappearing or shifting might be attributed to rGO presence 
in rGO-CuO NCs. Relatively low intense diffraction peak at 23.34◦ in 
1%-rGO-CuO and 2%-rGO-CuO NC TFs belongs to rGO. This confirms 
successful grafting of rGO with CuO. Diffraction peak noticed at 65.43◦

can be ascribed to beneath Al substrate used for forming 1%-rGO-CuO 
and 2%-rGO-CuO NC TFs. 

Average crystallite size (D) of CuO, 1.0%-rGO-CuO and 2.0%-rGO- 
CuO NC TFs was determined by Scherrer’s formula and the values are 
76.67, 83.18 and 89.53 nm, respectively. Similarly, average grain size of 
CuO, 1.0%-rGO-CuO and 2.0%-rGO-CuO NC TFs found out from their 
respective SEM images are 0.52, 1.70 and 2.84 μm, respectively. These 
results reveal that the grain size of the thin films is considerably higher 
when compared to their corresponding crystallite size. Among the thin 
films, the CuO TF, due to its small atomic radius and small activation 
energy, has exhibited low crystallite and grain size over 1.0%-rGO-CuO 
and 2.0%-rGO-CuO NC TFs, which in turn discloses that the presence of 
rGO with respect to its wt% improves crystallite and grain size of the 
rGO-CuO NC TFs [41–43]. 

Dislocation density (δ) and strain (ε) values of CuO and rGO-CuO TFs 
were measured from their respective crystallite size values (Fig. 2). 
Usually, the dislocation density indicates defects count in a crystal and 
strain explains crystallinity of crystal structure. The formula (δ = 1/D2) 
was used to determine dislocation density of CuO and rGO-CuO TFs. It 
can be observed from Fig. 2 that the dislocation density and strain values 
are diminished with respect to increase in wt% of the GO in the rGO-CuO 
NC TF. The dislocation density value of rGO-CuO NC TFs is lower than 
that of CuO, owing to controlled reaction rate that takes place in the 
presence of rGO, which demonstrates that the rGO-CuO NC TFs are more 
crystalline when compared to CuO TF [44]. Similarly, the low strain 
values of rGO-CuO NC TFs discloses their enhanced crystallinity when 
compare to CuO TF. The decrease in the strain value with respect to 
increasing wt% of GO in the rGO-CuO NC TF may also a reason for 
increasing the grain size of the respective thin films [45]. The decrease 
in the lattice strain values of the rGO-CuO NC TFs can be explained by 

Fig. 1. XRD spectra of GO, rGO, CuO and rGO-CuO NC TFs.  
Fig. 2. Dislocation density and strain values of CuO, 1.0%-rGO-CuO and 2.0%- 
rGO-CuO NC TFs. 
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the fact that the co-deposition of rGO and CuO over Al substrate might 
have minimized considerable mismatching stress between Al matrix and 
rGO due to high specific surface area of the rGO that cannot be relaxed 
after deposition [46]. It is also presumed that the extinction coefficient 
of rGO-CuO NC TFs might be higher than CuO TF and as a consequence, 
the rGO-CuO NC TFs absorb most of the solar spectrum in the 
UV–Vis–NIR region through constructive solar interference [36]. 

The synthesized CuO, 1.0%-rGO-CuO NC and 2.0%-rGO-CuO NC TFs 
were characterized by EDX spectroscopy to examine their purity (Fig. 3). 
Peaks associated with Cu and O elements are noticed in EDX spectrum of 
CuO TF (Fig. 3(a)). EDX spectrum of 1.0%-rGO-CuO NC TF revealed 

elemental peaks belong to Cu, C and O, which proves CuO and rGO 
existence in 1.0%-rGO-CuO NC TF (Fig. 3(b)). Similarly, the EDX spec
trum of 2.0%-rGO-CuO NC TF disclosed presence of anticipated 
elemental peaks of Cu, C and O (Fig. 3(c)). The relatively low intense 
peak observed at the vicinity of energy value of 9 keV (~8.9 keV) in the 
EDX spectra of CuO and rGO-CuO NC NC TFs can be assigned to 
elemental Cu, which is in harmony with previous reports [47–49]. 
Non-appearance of peaks pertaining to impurities in the EDX spectra 
revealed the pristine nature of CuO and rGO-CuO NC TFs prepared 
through the present dip-coating technique. 

SEM was utilized to analyze the morphology of pure CuO, 0.5%-rGO- 

Fig. 3. EDX spectra of (a) CuO, (b) 1.0%-rGO-CuO and (c) 2.0%-rGO-CuO NC TFs.  
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CuO, 1.0%-rGO-CuO and 2.0%-rGO-CuO NC TFs (Fig. 4). Low and high 
magnified SEM images of pure CuO TF exhibits rough and uniform 
distribution of granular-like CuO nanostructure (Fig. 4(a-c)). The SEM 
images of 0.5%-rGO-CuO (Fig. 4(d-f)), 1.0%-rGO-CuO (Fig. 4(g-i)) and 
2.0%-rGO-CuO NC (Fig. 4(j-l)) TFs disclose the presence of several 
spherical shaped CuO nanoparticles, whose size ranges from 500 nm to 

3 μm. The CuO nanoparticles adjoined with adjacent nanoparticles, 
which are dispersed on rGO sheets. It is hypothesized that rGO adsorb 
polar molecules or polymer facilely by surface functional groups and 
consequently, they adsorb CuO nanoparticles. However, the GO content 
was dissimilar, spherical CuO nanoparticles are distributed uniformly on 
rGO sheet in a constructive manner because of supplemented polymer 

Fig. 4. SEM images of (a–c) pure CuO, (d–f) 0.5%-rGO-CuO, (g–i) 1.0%-rGO-CuO and (j–l) 2.0%-rGO-CuO NC TFs.  
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(PEG), which facilitates to adsorb CuO nanoparticles by host material 
rGO. Rendering to XRD analysis, CuO nanoparticles have low crystallite 
size than rGO-CuO NC, which is in accordance with corresponding SEM 
images. 

XPS investigation is an appropriate evidence for elemental compo
sition, functional groups presence and nature of valence states of ele
ments in 1.0%-rGO-CuO NC TF (Fig. 5). The complete XPS survey 
spectrum of 1.0%-rGO-CuO NC TF (Fig. 5(a)) shows occurrence of only 
Cu 2p, O1s and C1s elements without any other impurities, which is in 
accordance with corresponding EDX result (Fig. 3). High resolution XPS 
spectrum of Cu 2p exhibits two chief peaks centered at 933.64 and 
953.55 eV, which can be assigned to Cu 2p3/2 and Cu 2p1/2 of CuO, 
respectively (Fig. 5(b)). Additional shake-up peaks at 940.57 and 
943.15 eV and a satellite peak at 961.61 eV are also detected in Cu 2p 
core level XPS spectrum that prove Cu2+ bonding state of CuO in 1.0%- 
rGO-CuO NC TF [50]. Further, binding energy difference between Cu 
2p3/2 and Cu 2p1/2 peaks is found out as 19.91 eV, indicating existence 
of Cu2+ in 1.0%-rGO-CuO NC TF [51,52]. 

In Fig. 5(c), high resolution XPS spectrum of C1s visualizes decon
voluted peaks centered at 283.75, 285.17 and 287.75 eV that can be 
credited to sp2 C–C atom of graphitic carbon (C=C/C–C), stronger car
bon–oxygen bonding assigned as C–O functionalities (epoxy/hydroxyl) 
and –COOH groups of GO, respectively [53]. Highly intense peak 
noticed at 285.17 eV of C1s suggests that 1.0%-rGO-CuO NC TF contains 
larger number of oxygenated carbon (C–O) species (~50% of total car
bon in rGO-CuO NC TF), indicating interior uniformity of rGO structure 
in 1.0%-rGO-CuO NC TF [54,55]. It is observed from peak strengths of 
C=O/O=C–O bonds in C1s peak that during reduction of GO, all 
carbonyl, hydroxyl and epoxy groups are reduced subsequent to high 

temperature sintering [56], indicating partial reduction of GO in the 
1.0%-rGO-CuO NC TF. Fig. 5(d) shows O 1s XPS spectrum of 
1.0%-rGO-CuO NC TF that is deconvoluted into two peaks, which are 
located at 530.28 and 531.49 eV. Lower binding energy peak observed 
at 530.28 eV is attributed to lattice oxygen in CuO and higher binding 
energy peak noticed at 531.49 eV is ascribed to lightly bound oxygen 
comprehending rGO functional groups [57]. In addition, presence of two 
different oxygen environment and identical Cu 2p core level peak po
sitions of rGO integrated CuO over CuO discloses that the CuO nano
particles are chemisorbed over the rGO sheets through Cu–O–C linkage 
in the 1.0%-rGO-CuO NC TF [58–60]. 

The atomic percentage of elements present in the 1.0%-rGO-CuO NC 
TF was determined by EDX and XPS analysis for comparison (Table 1). 
The observed results disclose that Cu atoms are chiefly present in the 
1%-rGO-CuO NC TF when compared to the O and C atoms. The observed 
atomic percentage of Cu, O and C elements are corresponding to the CuO 
and rGO molecules present in the 1%-rGO-CuO NC TF. The atomic 
percentage of Cu, O and C elements in the 1.0%-rGO-CuO NC TF 
determined by EDX analysis was 55.14, 24.80 and 25.17%, respectively. 

Fig. 5. (a) XPS survey spectrum, (b) high resolution XPS spectrum of Cu 2p, (c) XPS spectrum of C1s, and (d) O1s spectrum of 1.0%-rGO-CuO NC TF.  

Table 1 
Atomic percentage of elements in 1.0%-rGO-CuO NC TF determined by EDX and 
XPS analysis.  

Thin Film Sample Element Atomic Percentage (%) 

EDX Analysis XPS Analysis 

1%-rGO-CuO NC TF Cu 55.14 44.15 
O 24.80 34.86 
C 25.17 21.13  
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Whereas, the atomic percentage of Cu, O and C elements calculated by 
XPS analysis was 44.15, 34.86 and 21.13%, respectively. The difference 
in atomic percentage can be attributed to the fact that the XPS analysis is 
surface-sensitive and the observed result is proportional to number of 
atoms of respective elements (Cu, O and C) present on the surface of 1%- 
rGO-CuO NC TF. In contrast, the EDX analysis gives atomic percentage 
of elements for the bulk sample and consequently, its result gives atomic 
percentage of identified elements (Cu, O and C) to get total atomic 
percentage composition of the 1%-rGO-CuO NC TF. 

Photoluminescence (PL) spectra were recorded for the CuO and 
2.0%-rGO-CuO NC TFs between wavelength range of 400 and 850 nm 
(Fig. 6). The room temperature was kept in during excitation of thin 
films at a wavelength of 375 nm. The PL spectrum of CuO TF exhibited 
six characteristic peaks at 435, 443, 473, 485, 493 and 532 nm that 
correspond to various emissions of CuO TF. The PL spectrum of 2.0%- 
rGO-CuO NC TF showed similar emission peaks as that of the CuO TF 
and the variation in peak intensity revealing presence of modified sub
stance (rGO) in the 2.0%-rGO-CuO NC TF. The PL bands observed in the 
blue region (485 and 493 nm) are caused by transition vacancy of ox
ygen and interstitial oxygen. Whereas, the broad PL band noticed at 532 
nm corresponds to green emission that arises from singly ionized oxygen 
vacancy. The presence of oxygen vacancies in the CuO and 2.0%-rGO- 
CuO NC TFs might be due to incomplete oxidation of thin films and this 
could be the reason for intense emission of green band [61–64]. 

UV–Vis–NIR reflection spectra of rGO-CuO NC TFs evidently show 
significant differences in reflectance (Fig. 7). The rGO-CuO NC TFs 
display low reflectance in visible region (300 nm–800 nm) and high 
reflectance in infrared region (800 nm–2000 nm) with productive solar 
selectivity. Absorptance data of rGO-CuO NC TFs measured from 
respective reflectance spectrum and emittance values recorded by 
emissometer are shown in Fig. 8. Outer surface of Al substrate reflects 
infrared radiation owing to intrinsic high reflectivity, which aids to 
reflect infrared radiation that penetrates deposited rGO-CuO NC TFs. 
Commonly, absorptance and emittance of TFs are governed by film 
thickness, outer surface roughness, wt% of GO and polymer. Thicknesses 
of rGO-CuO NC TFs were adjusted by executing various dipping (10 and 
20 numbers) and changing wt% of GO. Thin films formed by 10 dipping 
have generated somewhat low reflectance with high visible light 
(300–800 nm) absorptance over thin films built by 20 dipping. There
fore, it is presumed that increasing film thickness decreases absorptance 
in UV–Visible region and increases reflectance in IR region. Prime in
fluence of optical properties can be ascribed to wt% of GO in rGO-CuO 
NC TFs. It is noticed from SEM images (Fig. 4(g-l)) that rGO 

accomplished host material role for spherical CuO nanoparticles and 
consequently, absorbance of rGO-CuO NC TFs have improved because of 
supercilious absorption property of rGO. Meanwhile, substantial voids 
in rGO-CuO NC TFs could contribute to achieve high absorptance 
because voids could aid to ensue in manifold reflection of thin films. 
Observation from Figs. 7 and 8 discloses that rGO-CuO NC TFs formed 
by diverse dipping and GO content have revealed different absorptance 
(α = 57.02%–81.85%) and emittance (ε = 4.1%–5.6%). However, 
absorptance value of thin films increases while increasing GO wt% that 
indicates optical properties of rGO-CuO NC TFs are greatly affected by 
GO content. When optical influence comes to PEG, the rGO-CuO NC TFs 
formed by 1.0 g PEG have generated high average solar absorptance of 
72.38% when compared to average solar absorptance of rGO-CuO NC TF 
(68.26%) produced by 2.0 g of PEG. Within thin films, 2.0%-rGO-CuO 
NC TF and 0.2%-rGO-CuO NC TF formed by 1.0 g of PEG and 20 dipping 
generated highest solar absorptance of 81.85% and lowest thermal 
emittance of 4.1%, respectively. Conversely, by means of optimization, 
the 2.0% rGO-CuO NC TF formed by 1.0 g of PEG and 10 dipping 
generated solar absorptance of 79.92%, thermal emittance of 4.2% and a 
highest solar selectivity of 19.03. Solar selectivity of rGO-CuO NC TFs 
varies between 13.02 and 19.03 (Table 2) that indicates appreciable 
solar selectivity of thin films. 

Raman spectroscopy is a reliable tool to investigate structural 
changes in graphene materials. Fig. 9 displays Raman spectra of GO, rGO 
and rGO-CuO NC TF. There are two prominent peaks corresponding to D 
band (1345 cm− 1) and G band (1590 cm− 1) of graphene in the range of 
500–4000 cm− 1, which can be attributed to the D band origin from sp3 

hybridization of carbon atoms with a disordered structure and in-plane 
vibrations mode of carbon atoms (sp2 hybridization) of G band, 
respectively and also at the Brillouin zone doubly degenerated E2g 
symmetry. It should be noted that the D and G band peaks of rGO are 
downshifted from 1341 cm− 1 to 1338 cm− 1 and 1587 cm− 1 to 1576 
cm− 1, respectively owing to self-healing characteristics of rGO with 
hexagonal network and defects of carbon atom. This evidences effective 
reduction of GO to rGO. In addition, 2D band related to the stacking 
properties of graphene layers was observed at 2713 cm− 1 for GO. For the 
rGO-CuO NC TF, typical peaks of CuO still exist with two characteristic 
peaks for D band (~1351 cm− 1) and G band (~1570 cm− 1) associated 
with graphitic structures. Compared to Raman signals of GO, D and G 
bands are somewhat shifted to ~1351 and 1570 cm− 1, respectively, 
which assign the value of bare GO band peak at ~1587 cm− 1, indicating 
transformation of rGO-CuO NC from GO and CuO. The intensity ratio of 
these bands (ID/IG) offers information about the degree of crystallinity of 
the graphene sheets. When compared to GO, the ID/IG of rGO was 
slightly increased from 0.92 to 0.95, indicates a reduction in size of sp2 

domains during reduction process wherein, the rGO has small size and 
large quantity of edges that act as defects [36,65]. However, intensity 
ratio of rGO-CuO NC TF has slightly decreased than bare GO from 0.92 
to 0.88, indicating less number of newly formed graphitic domains than 
the latter during the reduction of sp3 to sp2 carbon [66]. This difference 
can be accounted from the coating of CuO on rGO surface in rGO-CuO 
NC TF. 

There are different semiconductor materials so far used as solar se
lective absorbers. The choice of the best material for solar selective 
absorber among Al2O3, Cr2O3, ZrO2 and CuO depends on specific 
application requirements and priority. Each material offers unique 
combination of advantages, such as temperature stability, spectral 
selectivity and cost-effectiveness. For instance, Al2O3 thin films excel in 
optical transparency, wide band gap energy, chemical stability and 
substrate compatibility [67]. Whereas, Cr2O3 exhibits exceptional 
thermal stability, making it suitable for solar thermal applications that 
involve elevated operating temperatures [68]. ZrO2 has a wide band gap 
energy, allowing it to absorb sunlight predominantly in the ultraviolet 
and shorter wavelengths of the visible spectrum. This property can lead 
to efficient energy conversion. In addition, ZrO2 has high refractive 
index that enables efficient light trapping within the thin film and Fig. 6. PL spectra of CuO and 2.0%-rGO-CuO NC TFs.  
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enhances the probability of photon absorption [69]. In contrast, CuO 
thin films disclose strong absorption in visible spectrum that subse
quently leads to effective energy conversion and also its 
cost-effectiveness makes it a competitive candidate. In particular, the 
rGO modified CuO NC TFs (rGO-CuO NC TFs) have higher absorptance 
(57.02%–81.85%) and high emissivity (4.1%–5.6%) in the visible and 
infrared radiation, which contributes to selective emission and reduce 
thermal radiation losses and as a consequence, improves solar selectivity 
(from 13.02 to 19.03). In addition, copper is widely available and 
cost-effective that potentially facilitate rGO-CuO NC TFs a practical 
choice for large-scale solar thermal applications. Moreover, rGO-CuO 
NC TFs can be deposited on a range of substrates, facilitating their 
integration into diverse solar thermal systems. Ultimately, the optimal 
choice depends on a balance between material properties, 
manufacturing processes and desired performance metrics for the solar 
thermal systems. Continues research and development will provide 
further insights into maximizing the selectivity of solar selective ab
sorbers. The present work finding the insights of rGO-CuO NC TFs, 
which will undoubtedly lead to further improvements in solar thermal 
energy conversion technologies. 

4. Conclusion 

Solar selective absorber coatings comprised of graphene oxide inte
grated copper oxide nanocomposite thin films (rGO-CuO NC TFs) on 
aluminum (Al) substrates were formed using dip-coating technique at 
different weight percentages of GO. Surface morphology and structural 
properties of rGO-CuO NC TFs were examined by SEM, XRD, EDX, PL 

and Raman spectroscopy. XRD and Raman investigations disclosed 
single phase and high crystallinity of monoclinic crystal structure of 
rGO-CuO NC TFs. SEM images revealed spherical grain-like morphology 
of CuO, which are uniformly distributed on rGO sheets. XPS studies 
helped to investigate the presented element composition and their 
chemical states. Solar absorptance and thermal emittance values of 
formed CuO and rGO-CuO NC TFs were evaluated. High solar selectivity 
values (>17) of rGO-CuO NC TFs suggest their potential as selective 
absorber coatings in solar thermal devices. 
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Fig. 8. Absorptance and emittance values of rGO-CuO NC TFs formed using (a & b) 1.0 g PEG and (c & d) 2.0 g PEG.  

Table 2 
Solar spectral selectivity (ξ) of rGO-CuO NC and CuO TFs.  

Thin film 
sample 

GO Content 
(wt%) 

Selectivity (ξ) 

PEG (1.0 g) PEG (2.0 g) 

10 
Dipping 

20 
Dipping 

10 
Dipping 

20 
Dipping 

0.1%-rGO- 
CuO NC 

0.1 13.48 15.99 13.26 13.76 

0.2%-rGO- 
CuO NC 

0.2 16.22 15.98 13.65 13.58 

0.5%-rGO- 
CuO NC 

0.5 15.69 16.48 13.27 13.02 

1.0%-rGO- 
CuO NC 

1.0 15.49 17.20 13.34 13.93 

1.5%-rGO- 
CuO NC 

1.5 16.47 15.98 15.90 16.98 

2.0%-rGO- 
CuO NC 

2.0 19.03 18.19 14.94 15.03 

CuO 0 11.26 – 11.12 –  

Fig. 9. Raman spectra of GO, rGO and rGO-CuO NC TF.  
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A Theoretical Investigation of the Electrical and Dielectric
Properties of PDMS-CNT

Poovendran Karuppiah, Ramanujam Nambi Ramachary,* Joseph Wilson Kulandai Samy,
and Prasanna Venkatesh Vadivel Murugan

In the present study, the dielectric and electrical properties of the carbon
nanotube/polydimethylsiloxane (CNT/PDMS) composite are theoretically
analyzed for various doping concentrations. For both single-walled and
multiwalled CNTs (SCNTs and MCNTs), the work is done between 75 and 750
THz. The behavior of the dielectric constant, loss factor, and conductivity are
analyzed as functions of frequency. It is observed that there is no appreciable
change in the real part of the dielectric constant at high frequencies in
single-walled CNT. The loss tangent is high at lower frequencies, and the loss
peak is observed at a particular frequency. The Cole–Cole plot is used to
interpret the static- and high-frequency dielectric constants and relaxation
time of the composite. With increasing concentrations of SCNT and MCNT,
the conductivity at the obtained peak maximum shifts to a lower frequency.

1. Introduction

The development of composites with different materials and re-
inforcing elements with the requisite properties has been in-
creasing due to the importance of composite materials used in
the industry[1] PolymerNano composites are a class of nano-sized
materials comprising multiple solid phases.[2] As composite ma-
terials in polymers, various fillers such as semiconductors, met-
als, ceramics, and carbon-based materials are used to improve
thermal conductivity, electrical, and magnetic properties.[3–7]
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Polymer-based composites containing con-
ductive fillers have a wide range of poten-
tial applications, CNTs, carbon nanofibers,
and graphene are endowed with great
possibilities for commercial applications
such as electromagnetic interference, elec-
trostatic dissipation, gas sensors, weight-
sensitive aerospace, automotive, and so
on.[8–11] Since their discovery in 1991, CNTs
have piqued the interest of scientists due to
their unique properties, such as high aspect
ratio, light weight, superior thermal and
electrical properties, and so on.[12] When
CNTs are dispersed in a polymer matrix,
their properties improve, indicating signifi-
cant potential inmultifunctional devices.[13]

CNTs can be used for wide range of applica-
tions from UV–vis to IR region due to its

tunable band gap.[14–18] CNTs behave similarly to a black body,
that absorbs all incident light that falls on it, especially in the
near-Or and short-wavelength–IR range,[19,20] collectors,[21] and
IT thermal detectors.[22,23]

Single-wall CNTs (SCNTs) possess hexagonal networks of
rolled-up graphene sheets, which depend upon the wrapping an-
gle and the diameter, exhibit a spectral behavior from semicon-
ductor to that of a metal, and have optical properties.[24] The di-
electric materials possess relaxation and resonance states. Relax-
ation includes interfacial polarization, ionic polarization, and ori-
entational polarization. The resonance state includes electronic
polarization and atomic (vibrational) polarization which exist in
polymers, whether polar or nonpolar. The dielectric losses exist in
the infrared and optical ranges; they are not seen in the power or
radio frequency ranges.[25] Within the tissue transparency win-
dow, which is the range of NIR wavelengths (900 to 1600 nm)
where biological tissues are optically transparent, SCNTs release
fluorescence. At visible wavelengths, SCNT-based sensors exhibit
high absorption and autofluorescence.[26]

CNTs IR photodetectors are developed on the basis of thermal
and optical effect. High performance IR detectors are designed
by using SCNT and MCNT.[27,28] Night vision and remote sens-
ing are two common national security applications for CNT pho-
todetectors that operate in the infrared range.[29,30] Excellent opti-
cal absorption qualities of CNT-polymer composites can be pro-
duced for use in optical systems, instruments, and equipment
as thin and light films, coatings, IR detectors, energy harvesters,
optical lenses, and optical absorbing layers.[31–37] Highly desired
smart polymer composite devices, such as shape-memory and
shape-changing actuators and infrared sensors, have been made
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possible by the use of multifunctional carbon nanotubes with the
polymer matrix. These devices have shown either novel or signif-
icantly improved actuation and sensing properties.[38]

The surface currents for the characterization of Nano anten-
nas and the radiated power contributed by the metallic layers for
a microstrip patch antenna at 0.1–3 THz and plasmonic nanoan-
tenna at 400–600 THz are investigated.[39] Polydimethylsiloxane
(PDMS) is a mineral–organic polymer of the siloxane family, and
it is a very cheap material. It is a member of a class of polymeric
organosilicon compounds known as silicones. It is highly trans-
missive between 0.4 and 1.8 μmwhich find applications in optical
waveguide communication and opto-fluidic applications. It also
finds several applications in contact lenses, medical devices, and
flexible microsystems.[1,40] The dielectric properties of materials
vary with frequency and material performance is determined by
at least one of the four polarizationmechanisms. In order tomea-
sure the dielectric properties at different frequencies, dielectric
relaxation spectroscopy is used to study the relaxation behaviors,
which provides useful information for the optimal design of ma-
terials for dielectric applications. The dielectric permittivity is a
complex number and the most important parameter that can be
obtained from dielectric spectroscopy. The properties are affected
by the magnitude of the applied electric field. Under high elec-
tric fields, the dielectric relaxation behaviors are also critical for
high-power applications, such as high-voltage pulse capacitors.
A Cole–Cole plot is adopted to study the dielectric process for
various systems, such as a magnetic field, the tobacco mosaic
virus, and resin beads.[25] This is one method for investigating
the frequency dependence of the complex permittivity of dielec-
tric materials. Plotting the real component on the horizontal axis
and the imaginary part on the vertical axis with frequency as the
independent parameter illustrates permittivity. To some extent,
it is similar to the Smith chart[41] The electrical conductivity of
composite materials depends on the radius of the arc in the com-
plex plane. A large arc radius represents low conductivity, and a
low arc represents high conductivity.[42] Another important prop-
erty for the study of dielectric relaxation in polymer composites
is the electric modulus. It reduces the effects of DC conduction
on low frequencies. The modulus plots highlight the least capac-
itive part of the R–C circuit, whereas the impedance plots high-
light the most resistive part. In the modulus part, the intercept
of the circular arc on the real axis gives C0/C. where C0 is the
geometrical capacitance.[43] The electrical conductivity of CNT is
of the order of 106 to 107 S m−1 and it is highly conductive. In
contrast, the conductivity of most polymers ranges from 10−15 to
10−8 Sm−1, resulting in a property contrast between the filler ma-
terial and the matrix. Its value grows dramatically up to certain
filler content, by several orders ofmagnitude, so that the compos-
ite turns from insulating to highly conductive.[44] There are nu-
merous applications such as aerospace structural panels, sport-
ing goods, and ultra-lightweight, thin-walled space structures for
the use in space made of composites of polymer and CNT. It
protects optical sensors from high-intensity laser beams. It is es-
pecially stable toward air and laser radiation, so we can utilize
the broadband optical-limiting properties of nanotubes and com-
posites. In optical-limiting and light-emitting devices consisting
of polymers, a significant problem arises due to their short life-
time. The lifespan may increase by incorporating nanotubes. In
addition, it finds applications in light-emitting diodes, superca-

pacitors, field-effect transistors, subpico-second optical switches,
and optical limiters. Nanotubes were used to modify the lumi-
nescent behavior of optically active polymers.[13] In the present
study, the dielectric and electrical properties of the CNT/PDMS
composite are theoretically analyzed for various concentrations
for both single-walled andmultiwalled CNTs. The behavior of the
dielectric constant, loss factor, and conductivity were analyzed as
functions of frequency.

2. Theory

The dielectric and electrical properties are analyzed theoretically
in a polymer matrix based composites. It has been attempted to
establish the correlations between the properties of polymers and
nanocomposites by introducing the filler fractions. In this work,
the properties of PDMS doped with carbon nanotubes for var-
ious filling fractions are studied by using an effective medium
theory. The work is carried out between the frequency ranges
of 75 and 750 THz. The Maxwell–Garnett theory is the most
widely used method for calculating composites’ effective dielec-
tric properties.[45]

𝜀mix − 𝜀d

𝜀mix + 2𝜀d
= 𝜑

𝜀f − 𝜀d

𝜀f + 2𝜀d
(1)

The dispersion relation of the filler material (CNT) according
to the Drude–Lorentz model can be expressed in terms of wave-
length as[46]

𝜀f = 1 − 𝜆2

𝜆2p,0

(
1 + i𝛾0𝜆

) +
𝜆2𝜆2T,1

𝜆2p,1

(
𝜆2 − 𝜆2T,1 − i𝛾1𝜆𝜆

2
T,1

) (2)

where 𝜆 is the vacuum wavelength, 𝜆p,0 = 0.6702 μm and
𝜆p,1 = 0.2725 μm are the plasma wavelengths, which corre-
spond to Drude (intra-band) and Lorentz (inter-band) charge
carriers, respectively. The resonance wavelength of the inter −
band transition is 𝜆T,1 = 0.2883 μm 𝛾0 = 0.3226 μm−1 and 𝛾1 =
1.8551 μm−1 are the damping coefficients. Taking into account
the volume fraction and the shape of the filler, the dielectric per-
mittivity of a composite is expressed as[47]

𝜀mix = 𝜀m + 𝜀m

𝜑

3

∑
j=x,y,z

𝜀f−𝜀d
𝜀f+Nj(𝜀f−𝜀d)

1 − 𝜑

3

∑
j=x,y,z

Nj(𝜀f−𝜀d)
𝜀f+Nj(𝜀f−𝜀d)

(3)

where 𝜀mix represents the dielectric permittivity of the compos-
ites, 𝜀d is the dielectric permittivity of the polymer, 𝜀f is the di-
electric permittivity of the filler, and 𝜑 is the filling fraction of
the nanotubes in the composite. Nj is the depolarization factor
of particles in the form of ellipsoids in j = x, y, and z directions.
The depolarization factorsNj of the filler particles which is deter-
mined as

Nx =
(
1 − e2

)
2e3

(
ln
(1 + e)
(1 − e)

− 2e
)
, Ny = Nz =

1 − Nx

2
(4)

e =
√
1 − (2r∕l)2 (5)
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Figure 1. a) Real part of the dielectric constant of composites for 2%, 4%, and 6% CNT; b) 10% and 15% of CNT.

where r is the carbon nanotube’s outer radius and l is its length,
as in the case of multiwalled carbon nanotubes (MCNT).
The complex permittivity is represented as

𝜀mix = 𝜀′mix − 𝜀′′mix (6)

where 𝜀′mix and 𝜀′′mix are the real part and imaginary part of the
dielectric permittivity of composites.

The loss tangent tan 𝛿 =
𝜀′′mix

𝜀
′

mix

(7)

The energy loss arises due to the conduction losses, vibration
losses, and polarizationswhich can be identified by the imaginary
component. The loss factor contributions originate from the in-
terface polarization, DC conductivity, and dipole orientations.[48]

The electric modulus is the inverse of the complex dielectric
permittivity

M∗ = 1
𝜀∗mix

= 1
𝜀′mix − i𝜀′′mix

= M′ + iM′′ (8)

whereM′ andM′′ are the real and imaginary parts of the electric
modulus, respectively. It can be expressed as

M′ =
𝜀′mix((

𝜀′mix

)2 + (
𝜀′′mix

)2) (9)

M′′ =
𝜀′′mix((

𝜀′mix

)2 + (
𝜀′′mix

)2) (10)

The high resistance contributions are mostly dominant in the
impedance spectra analysis, and from the electric modulus spec-
troscopy, it is the capacitance contribution that is the dominant
factor, even though the resistances are comparable.[49] The com-
plex electric modulus is used to suppress the electrode effect. The
advantage is that the bulk relaxation in polymers and composites
is investigated when the variation of both the dielectric constant
(𝜀′) and the dielectric loss (𝜀′′) will be minimized. It also gives
more information about the mechanism of conductivity relax-
ation in the frequency domain in polymers and composites.[50]

The effective conductivity[48]

𝜎ac = 𝜔𝜀′′ = 2𝜋f 𝜀0𝜀
′′
mix (11)

3. Results and Discussion

3.1. Dielectric Constant with Frequency for Various Filler
Fractions

The dielectric constant of CNT is the result of the additive con-
tribution of free electrons (intraband transitions) and bound
electrons on the surface of carbon nanotubes (interband transi-
tions). The intraband transition allows for quasi-free motion of
𝜋-electrons, determining the metallic properties of CNTs below
the frequency range of interband transitions and is described by
the Drude model. The Lorentz model accounts for the interband
transition, which causes CNT resonant interaction in the near
IR and visible frequency ranges. The contributions to conduc-
tivity are comparable in the intermediate frequency range (30–
150 THz), which arise from intra- and interband transitions.[51,52]

The refractive index of PDMS is 1.42.[53] The dielectric permit-
tivity of CNT is calculated using Equation (2), and the dielectric
permittivity of CNT/PDMS composites is calculated using Equa-
tion (1). Total polarization incorporates both interband and in-
traband transitions. The dipole moment is induced in the lower
and higher frequency spectral ranges, which are associated with
these two transitions.[52] The real part of the dielectric constant
of composites increases with frequency and reaches a maximum
at 121.3 THz for a filling fraction of 2% CNT in the composite.
Beyond this limit, it decreases sharply due to the transition from
interband to intraband. This may be due to the transition from
semiconductive to metallic behavior. The value of the dielectric
constant becomes very low at a frequency closer to 219.8 THz,
then increases with frequency and finally becomes constant at
higher frequencies.
The real part of the dielectric constant of composites (𝜀′mix)

which increases with filler concentration. From Figure 1a,b, it
is inferred that there is no appreciable change in the dielectric
constant at higher frequencies. Similar behavior is observed for
all the filler content of the composite material. It is inferred that,
the real part of the dielectric constant increases with filler con-
tent. With increasing the filler content, the variation of the real
part of the dielectric constant is more pronounced.

Macromol. Theory Simul. 2024, 2300062 © 2024 Wiley-VCH GmbH2300062 (3 of 9)
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Figure 2. a) Imaginary part of the dielectric constant of composites for 2%, 4%, and 6% CNT; b) 10% and 15% of CNT.

Figure 3. a) Real part of the dielectric constant of composites for 5%, 10%, and 15% MCNT. b) Imaginary part of the dielectric constant of composites
for 5%, 10%, and 15% MCNT.

The imaginary part of the dielectric constant (𝜀′′mix) of
CNT/polymer composites on frequency is shown in Figure 2a,b.
The maximum loss is observed around 180 THz, which repre-
sents the absorption behavior of the composites. Beyond this fre-
quency, the imaginary part of the dielectric constant decreases
with frequency, and at higher frequencies, there is no discernible
change. It is also found that the maximum dielectric loss is pro-
portional to the filler content of CNT.
Similar behavior is observed in both the real and imaginary

parts of the dielectric constant of the MCNT-polymer compos-
ites. The real part of the MCNT-polymer composite increases
with frequency and attains a maximum value of 2.1916 at a
frequency of 238.5 THz for a 15%MCNT composition, as shown
in Figure 3a. The peak values of the real part of the dielectric
constant in MCNT-polymer composites are shifted to a higher
frequency region in comparison to SCNT-polymer composites.
It is also observed that the real part of the dielectric constant

decreases with filler content. The imaginary part of the dielectric
constant for different filler contents is shown in Figure 3b. The
loss attains amaximum at a frequency of 292.39 THz for the filler
content of 15% of MCNT, and then it decreases with frequency.
The imaginary part of the dielectric constant increases with the
filler content.

3.2. Loss Tangent

Due to the existence of both the internal field in the material and
the external AC field, there is a variation in the loss tangent. The
appearance of peaks in the loss tangent indicates the presence
of relaxing dipoles, and the peaks that are observed at higher
frequencies may be attributable to the decrease in polarization
which leads to the increase of conductivity. The increase is due to
the materials’ increased conductivity and decreased polarization

Figure 4. a) Dielectric Loss for composites of 2%, 4%, and 6% CNT; b) 10% and 15% of CNT.

Macromol. Theory Simul. 2024, 2300062 © 2024 Wiley-VCH GmbH2300062 (4 of 9)
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Figure 5. Dielectric Loss for composites of 5%, 10%, and 15% of MCNT.

effect. The quality factor is expressed as QF = 1/tan 𝛿 [54] which
increases with the low value of tangent loss tan𝛿.
The loss tangent of composites for different filler contents of

SCNT is shown in Figure 4a,b. It is clear that the loss tangent
is high at lower frequencies and decreases up to a particular fre-
quency; there is no appreciable change in the loss tangent with
frequency for the filler content (4%, 6%, and 15% CNT) of the
composites. But for the filler content of 2% and 10%, the loss tan-
gent is increased with frequency, and the tangential loss peak is
observed at a particular frequency, whichmay be attributed to the

decrease in polarization, and is decreased beyond that frequency.
The quality factor is high for the filler content (2% CNT) of the
composite because the latter has a low value of loss tangent. The
increase in tan 𝛿 is due to the increase in conductivity and the
polarization effect that takes place in the composite material.
The loss tangent for different filler contents of the MCNT-

polymer composite is shown in Figure 5. The loss tangents are
0.00755, 0.01521, and 0.02297 for the filler contents of 5%, 10%,
and 15%, respectively, at a frequency of 75 THz. The loss tangent
increases with frequency and reaches a maximum of 0.01971 at a
frequency of 245.9 THz, and then it is decreased. The quality fac-
tor is high at a frequency of 75 THz because it has a low value of
loss tangent. The loss tangent is also comparably low with SCNT-
polymer composites.

3.3. Analysis of Cole–Cole Plot

A semicircle is obtained in a single relaxation when plotted in
the complex plane of a material. The semicircles are related to
the distribution of relaxation time. In this plot, the grains act as
parallel conducting plates, and grain boundaries act as resistive
plates. It takes slightly different shapes, whether it is a full, par-
tial, or no semicircle, which is described by various relaxation
modes known as the Debye relaxation and Cole–Cole relaxation.
The real part of the impedance represents the resistance, while

Figure 6. Cole–Cole plot for the composites of a) 2%, b) 4%, c) 6%, d) 10%, and e) 15% of CNT.
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Figure 7. a) Static and High frequency dielectric constant for different filler contents. b) Variation of relaxation time for different filler contents.

Figure 8. Variation of a) low and high frequency dielectric constant and b) relaxation time for different concentrations of MCNT/PDMS composites.

the imaginary part is the reactance as a result of either capaci-
tive or inductive components.[55] It corresponds to grain bound-
aries at low frequencies and at high frequencies, which are due to
grains based on the distribution of relaxation time. The resistivity
is high at low frequencies, while it is low at high frequencies.[54]

The Cole–Cole plot for the variation of the real part (𝜀′mix) with
the imaginary part (𝜀′′mix) of the dielectric constant fordifferent
filler content is shown in Figure 6. The radius of the semicircle
is different for various filler content because of the variation in
the relaxation time.With the increase of CNT concentrations, the
conductivity also increases due to the increase in grain bound-
aries.
The relaxation time is obtained from the relation.[55]

𝜔𝜏 = 1 and 𝜏 = RC (12)

where 𝜔 is the angular frequency (2𝜋f), R the resistance, and C
the capacitance.
The static frequency dielectric constant (𝜀s) and high frequency

dielectric constant (𝜀∞) are represented for various filler content
is shown in Figure 7a. The relaxation time (𝜏) is increased with
filler content is shown in Figure 7b. Similar behavior is also ob-
served in the MCNT/PDMS composites as shown in Figure 8a,b.
But the relaxation time is reduced in comparison to SCNT.

3.4. Effect of Electric Modulus with Frequency and Filler Content

The real part of the dielectric modulus for various filler contents
of CNT composites is shown in Figure 9a,b. The value of M de-
creases up to 128.8 THz and increases with frequency up to 227.3
THz for the filler content of 2% CNT. There is no appreciable

Figure 9. a) Real part of the dielectric modulus of composites for 2% and 4% CNT; b) 6%, 10%, and 15% of CNT.
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Figure 10. a) Imaginary part of the dielectric modulus of composites for 2% and 4% CNT; b) 6%, 10%, and 15% of CNT.

Figure 11. a) Real part of the dielectric modulus of composites for 5%, 10%, and 15%MCNT. b) Imaginary part of the dielectric modulus of composites
for 5%, 10%, and 15% of MCNT.

change inmodulus value at higher frequencies. The filler content
of the composites shifts the resonance position to a higher fre-
quency region. There is a variation in both the parameters, such
as the value of M and the peak frequency, which indicate a vari-
ation in capacitance.[55] The imaginary part of the electric modu-
lus for various filler contents with frequency is shown in Figure
10a,b. It is noticed that the imaginary part of the electric modu-
lus increases with an increase in the frequency, reaching its max-
imum at a frequency of 177.5 THz, and beyond this frequency
it decreases for a filler content of 2% CNT. Also, the relaxation
peak shifted toward a higher frequency region with the increase
in the filler content of CNT composites. The real part and the
imaginary part of the electric modulus for various filler contents
(PDMS/MCNT) of the composites are shown in Figure 11a,b. In
the case of MCNT composites, similar behavior is observed in
terms of the real part of the electric modulus, but the imaginary
part of the electric modulus is reduced to a smaller value.

3.5. Effect of Electrical Conductivity with Frequency and Filler
Content

The conductivity of CNT film, which comprises the contribu-
tion from interband and intraband, Interband transitions pro-
duce a change in the THz conductivity that can be attributed to an
exciton-induced reduction in the mobility of charge carriers.[56]

The variation in electrical conductivity of all composites with fre-
quency for CNT andMCNT are shown in Figure 12a,b. In Figure
12a, the conductivity of composites is increased with frequency,
reaches maximum at a frequency of 179.6 THz and beyond this
frequency it decreases. The conductivity is increased with an in-
crease in filler contents of the composites. The peak at which the
conductivity is maximum is shifted toward the lower frequency
regions when the filler contents of the composites. The conduc-
tivity is high 164.2 mho cm−1 which is observed for 15% CNT of
composites at a frequency of 167.6 THz. Similar behavior is also

Figure 12. a) Conductivity of composites for different filler contents of CNT. b) Conductivity of composites for different filler contents of MCNT.
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observed of all composites for MCNT and a high conductivity of
39.96mho cm−1 is observed at a frequency of 299.4 THz is shown
in Figure 12b. High electrical conductivity directly contributes to
high dielectric loss.

4. Conclusions

The real part of the dielectric constant varies with frequency as
well as due to their transitions from semiconductive to metal-
lic behavior. The loss tangent decreases with the concentration
of CNT. The loss tangent is high at lower frequencies for a con-
centration of 4%, 6%, and 15% of SCNT, and the loss tangent is
maximum at a particular frequency of 127.1 and 133.3 THz for
the concentration of 2% and 10% of SCNT. The loss tangent in-
creases with frequency and reaches a maximum of 0.01971 at a
frequency of 245.9 THz, then it is decreased in the case ofMCNT.
It is found that the relaxation time increases with the concen-
tration of composite material. The conductivity depends on the
dopant concentration. The conductivity increases with frequency
and reaches its maximum at a certain frequency. It is observed
that the conductivity is a maximum of 166.7 mho cm−1 at a par-
ticular frequency of 164.2 THz for 15% of SCNT. The conductiv-
ity is observed as maximum 39.95 mho cm−1 at a frequency of
299.7 THz in the case of 15% of MCNT. It is also observed that
the conductivity of MCNT is lesser when compared to the same
concentration of SCNT.
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